
Examples of Square Complexes

Diego Rattaggi

August 20, 2003

(preliminary version, available on
www.math.ethz.ch/∼rattaggi/publ)

Contents

0 Introduction 4

1 Preliminaries, notations and definitions 6

2 Irreducible (A6, Pv)-groups, Pv primitive 19
2.1 (A6, A6)-group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 (A6, Pv)-group, Pv primitive, not 2-transitive . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 Double cosets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Blocking pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.3 A homomorphism due to Bernhard H. Neumann . . . . . . . . . . . . . . . 32
2.2.4 A result of Roger C. Lyndon . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.5 Embedding in (A10, A12)-group . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.6 Two different amalgam decompositions . . . . . . . . . . . . . . . . . . . . 35

2.3 (A6, M12)-group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 (A6, ASL3(2))-group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 Construction of (virtually) simple (2m, 2n)-groups 39
3.1 A non-residually finite (4, 12)-group . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 A virtually simple (A6, A16)-group . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 A virtually simple (A8, A14)-group . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 A virtually simple (ASL3(2)), A14)-group . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Two examples of Daniel T. Wise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6 Construction of a simple amalgam F9 ∗F81 F9 . . . . . . . . . . . . . . . . . . . . . 48
3.7 More simple groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 An example with infinite but no finite quotients . . . . . . . . . . . . . . . . . . . . 58
3.9 (8, 8)-group with non-virtually torsion-free quotient . . . . . . . . . . . . . . . . . . 60
3.10 Simplification ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.11 Project: simple and property (T) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 More examples of (2m, 2n)-complexes 65
4.1 Local groups vs. irreducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Another small irreducible example with QZ 6= 1 . . . . . . . . . . . . . . . . . . . . 67
4.3 Reducible but |P (3)

h | < |P
(4)
h | . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

1



4.4 Reducible but |Ph| < |P (2)
h | and |Pv| < |P (2)

v | . . . . . . . . . . . . . . . . . . . . . 69
4.5 Local transitivity vs. reducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.6 Irreducible but Λ1 6= 1, Λ2 6= 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.7 Local groups and transitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.8 Irreducibility and finite abelianization . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.9 Applying a criterion for irreducibility and non-linearity from [16] . . . . . . . . . . 73
4.10 Two very small (irreducible?) examples . . . . . . . . . . . . . . . . . . . . . . . . 76
4.11 Maximal P

(2)
h , P

(2)
v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.12 Local groups of Γ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Quaternion lattices in PGL2(Qp)× PGL2(Ql) 80
5.1 Some notations and preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 p, l ≡ 1 (mod 4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.2.1 Example: p = 13, l = 17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.2 Example: p = 5, l = 13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Generalization to p, l ≡ 3 (mod 4) . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.1 p, l ≡ 7 (mod 8), type e1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.2 p, l ≡ 7 (mod 8), type e0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.3.3 p, l ≡ 3 (mod 8) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.4 p ≡ 3 (mod 8), l ≡ 7 (mod 8) . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.4 Mixed examples: p ≡ 3 (mod 4), l ≡ 1 (mod 4) . . . . . . . . . . . . . . . . . . . . 116
5.4.1 p ≡ 7 (mod 8), type e1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.2 p ≡ 7 (mod 8), type e0, l ≡ 1 (mod 8) . . . . . . . . . . . . . . . . . . . . . 120
5.4.3 p ≡ 3 (mod 8) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.5 Some conjectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.6 Anti-tori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.7 A different quaternion construction: p = 2, l = 5 . . . . . . . . . . . . . . . . . . . 138

6 Periodic tilings and Z2-subgroups 141

7 Some 4-vertex square complexes 145
7.1 A very small candidate for simplicity . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.2 More 4-vertex examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

A Supplement to Section 2 150
A.1 More (A6, Pv)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
A.2 Amalgam decompositions of Example 1 . . . . . . . . . . . . . . . . . . . . . . . . 166
A.3 Illustration of Theorem 1(7) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.4 Proof of Proposition 16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.5 Amalgam decomposition of Example 3 . . . . . . . . . . . . . . . . . . . . . . . . . 179
A.6 Table:

∣∣∣ρ(k)
v (w)

∣∣∣ in Example 3 for |w| = 2, k ≤ 5 . . . . . . . . . . . . . . . . . . . 180

B Supplement to Section 5 181
B.1 Amalgam decompositions of Example 50 . . . . . . . . . . . . . . . . . . . . . . . . 181
B.2 Amalgam decompositions of Example 52 . . . . . . . . . . . . . . . . . . . . . . . . 185

2



C Some lists 187
C.1 2-transitive (6, 6)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
C.2 (4, 4)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
C.3 (4, 6)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.4 Some abelianized (A2m, A2n)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . 194
C.5 Embedding Example 13 into primitive (10, 10)-groups . . . . . . . . . . . . . . . . 196

D GAP programs 199
D.1 Theory and ideas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
D.2 The main program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
D.3 A random program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
D.4 Computing the local groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
D.5 Computing a presentation of Γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
D.6 A normal form program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
D.7 Computing Aut(X) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
D.8 Quaternion lattice program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

E Miscellanea 217
E.1 Topology of Aut(T`) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
E.2 Growth of (2m, 2n)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
E.3 Deficiency of (2m, 2n)-groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
E.4 Certain regular graphs associated to a (2m, 2n)-group . . . . . . . . . . . . . . . . 223
E.5 History of simple groups and free amalgams . . . . . . . . . . . . . . . . . . . . . . 224

3



0 Introduction

In [14], Marc Burger and Shahar Mozes have constructed the first examples of finitely presented
torsion-free simple groups. These groups are cocompact lattices in a product Aut(T2m)×Aut(T2n)
of automorphism groups of regular trees, and they are moreover biautomatic, of finite coho-
mological dimension and decomposable as amalgamated free products of finitely generated free
groups. One important step in their construction is a theorem (an analogue of Margulis’ nor-
mal subgroup theorem in the context of Lie groups), saying that for a certain class of lattices
Γ < Aut(T2m)×Aut(T2n), every non-trivial normal subgroup of Γ has finite index. In order to apply
this theorem, strong assumptions on the local transitivity properties of both projections of Γ have
to be made. The aim of this paper is to give many examples of lattices Γ < Aut(T2m)×Aut(T2n)
whose projections satisfy various transitivity conditions, for example those assumed in the normal
subgroup theorem just mentioned. For the most part, we will restrict to groups Γ acting freely
and vertex-transitively on the simply connected 2-dimensional cellular complex T2m×T2n. In this
case, Γ is the fundamental group of a square complex with T2m × T2n as its universal covering
space and having only one vertex.

More precise definitions of the involved groups and cell complexes (respectively their relation)
are given in Section 1. In that section, we also fix our notations and recall some important notions
and tools developed in [14], [15], [16], useful in the study of those lattices, like for example “local
groups” or “irreducibility”.

Section 2 is mainly concerned with explicit constructions of irreducible cocompact lattices
Γ < Aut(T2m) × Aut(T2n), whose two projections act locally like the alternating group A6 and
locally primitively, respectively. In particular, we try to analyze in more detail two examples
(Example 1 and Example 3), which seem to be quite similar at first sight, but are very different
regarding their normal subgroup structures. However, several central questions remain open for the
moment and some conjectures are formulated. We believe for instance that Example 1 immediately
leads to a simple group, also sharing all other properties of the remarkable groups constructed in
[14], but which is in contrast to those groups much more easy to describe. For example, besides the
natural presentation as fundamental group of the corresponding square complex, we give explicit
amalgam decompositions.

In Section 3, we first apply several results of [14], [15], [16] to construct a non-residually finite
lattice in Aut(T4) × Aut(T12) (Example 8). Then we embed it into finitely presented torsion-
free cocompact lattices in Aut(T6) × Aut(T16) and Aut(T8) × Aut(T14) respectively, which are
virtually simple (Example 9, Example 10 and Example 11). Note that the “smallest” such group
constructed by Burger and Mozes is a lattice in Aut(T218)×Aut(T350). An embedding of a known
non-residually finite group (Example 13), presented by Daniel T. Wise in [69], finally leads to the
construction of a simple cocompact lattice in Aut(T10) × Aut(T10) of the form F9 ∗F81 F9. Using
similar techniques, we construct in this section many more such simple groups (Table 8), but also
a non-simple group in Aut(T10) × Aut(T10) without proper subgroups of finite index (Example
18) and a non-residually finite, not virtually torsion-free infinite quotient of a cocompact lattice
in Aut(T8)×Aut(T8) (Example 19).

In Section 4, we examine some possible connections between (ir)reducibility of Γ, (transitivity)
properties of the local permutation groups and the size of Γ/[Γ, Γ]. We illustrate for instance,
that it is not possible to give a general criterion for irreducibility just in terms of the local groups
Ph and Pv. Moreover, some irreducible examples with non-trivial quasi-center (in one or both
projections) are given.

In Section 5, we give examples of “quaternion lattices” in PGL2(Qp) × PGL2(Ql), where p

and l are distinct odd prime numbers. We realize these groups in several ways, in particular as
linear groups or as group of units (modulo center) of quaternions over a certain ring, and study
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finite quotients PGL2(q) and PSL2(q). We try to give very detailed constructions and proofs
in this section. The standard construction for p, l ≡ 1 (mod 4) is taken from [53] (cf. [43]),
but we extend it here and give some conjectures in particular concerning their abelianization.
This theory has several applications. For example, by proving that the groups are “commutative
transitive”, we give a simple criterion for the existence of “anti-tori”. Moreover, we prove certain
integer quaternions to have non-trivial relations and discuss the existence of free anti-tori and free
subgroups in SO3(Q).

In Section 6, we prove that our groups always have subgroups isomorphic to Z2. This is related
to the existence of periodic tilings of the plane.

In Section 7, we construct a very small 4-vertex square complex, whose fundamental group is a
possible candidate for a finitely presented torsion-free simple group. More 4-vertex examples are
given, demonstrating that the local groups can behave quite differently than in the 1-vertex case.

In Appendix A, we give some supplements to Section 2: more examples, explicit amalgam
decompositions, and some detailed proofs.

We refer to Appendix C for some complete lists in “small dimensions”, which already confirm
the great variety and richness of 1-vertex square complexes.

Most examples of this paper have been found by means of several computer programs written
in GAP ([28]). The main programs are listed and described in Appendix D.

Appendix E is reserved to miscellaneous subjects, including a survey of the history of finitely
presented infinite simple groups and amalgams of free groups.
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1 Preliminaries, notations and definitions

Throughout this article, the main object of our study will be a special class of square complexes
which we want to define now. We always assume that m, n ∈ N.

Definition. A (2m, 2n)-complex X is a finite 2-dimensional cell complex satisfying the following
properties: Its 1-skeleton X(1) is a connected graph (X(0), E) with vertex set X(0) = {x} consisting
of only one single vertex x and edge set E = Eh tEv, decomposed into m geometric “horizontal”
loops a±1

1 , . . . , a±1
m and n geometric “vertical” loops b±1

1 , . . . , b±1
n . Following Serre’s terminology

for graphs (see [66, Chapter 2.1]), this means that

Eh = {a1, . . . , am, a−1
m , . . . , a−1

1 }, ai = a−1
i , o(ai) = t(ai) = x, i = 1, . . . , m

Ev = {b1, . . . , bn, b−1
n , . . . , b−1

1 }, bj = b−1
j , o(bj) = t(bj) = x, j = 1, . . . , n.

The desired cell complex X is now constructed by attaching mn geometric squares to X(1), where
the four paths in the boundary of each geometric square are identified alternately with edges in Eh

and Ev. This has to be done in such a way that the link Lk(x) of the vertex x becomes a complete
bipartite graph K2m,2n (where the bipartite structure then is induced by the decomposition of E

as Eh t Ev). Equivalently, we require that the universal covering space X̃ of X is a product of
two regular trees T2m × T2n, where T` denotes the (infinite) `-regular tree.

Example. See Figure 1 for an example of a (2, 4)-complex X .

x

b1 b2

a1 a1

a1 a1

a1

b1

b1

b2

b2

XX(1) Lk(x) = K2,4

x

x x

xx x

xx a1

b1

a−1
1

b−1
1b−1

2b2

Figure 1: A (2, 4)-complex X

By construction, the fundamental group Γ := π1(X, x) < Aut(T2m × T2n) is a torsion-free
cocompact lattice, acting freely and vertex-transitively on T2m × T2n. The decomposition of E

guarantees that Γ < Aut(T2m) × Aut(T2n) < Aut(T2m × T2n). Such a group Γ will be called a
(2m, 2n)-group.

A finite presentation of Γ can be directly read off from X :

Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉,

where the mn relators in R(m, n) are words of length 4 in the generators ai, bj and their inverses,
coming from the mn geometric squares in X . In our example (Figure 1):

R(1, 2) = {a1b1a1b2, a1b
−1
2 a1b

−1
1 },

i.e.
Γ = 〈a1, b1, b2 | a1b1a1b2, a1b

−1
2 a1b

−1
1 〉.
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Note that there are several different possibilities to describe a geometric square, e.g. in the example
above we have equalities (as geometric squares and as relators)

a1b1a1b2 = a1b2a1b1 = a−1
1 b−1

2 a−1
1 b−1

1 = a−1
1 b−1

1 a−1
1 b−1

2 =

b1a1b2a1 = b2a1b1a1 = b−1
1 a−1

1 b−1
2 a−1

1 = b−1
2 a−1

1 b−1
1 a−1

1 .

Any such expression represents the same geometric square and all constructions involving geo-
metric squares (like e.g. the group Γ up to isomorphism) will be independent of the choice of
representatives.

Given a (2m, 2n)-group Γ, we can define a surjective homomorphism of groups

Γ→ Z2
2

ai 7→ (1, 0), i = 1, . . . , m

bj 7→ (0, 1), j = 1, . . . , n

with Z2 := Z/2Z ∼= {0, 1} written additively. Obviously, the kernel of this homomorphism is a
normal subgroup of Γ of index 4. We denote this group by Γ0. It is the fundamental group of a
corresponding square complex X0 with 4 vertices, a 4-fold regular covering of X .

For more details and a more general definition of square complexes, see [16] (see also [69]).

Definition. Since Γ < Aut(T2m)×Aut(T2n), we have two canonical projections, the group homo-
morphisms pr1 : Γ → Aut(T2m) and pr2 : Γ → Aut(T2n). We define Hi := pri(Γ), i = 1, 2, where
the closure is taken with respect to the topology of pointwise convergence. With this topology,
Aut(T`), ` ≥ 3, is a locally compact, totally disconnected, uncountable topological group (see
Appendix E.1). Let

QZ(Hi) := {h ∈ Hi : centralizer ZHi(h) is open in Hi}

be the quasi-center of Hi (see [15] for an introduction to this group). Finally, we put

Λ1 := pr1(Γ ∩ (H1 × {1})) = pr1(Γ ∩ (Aut(T2m)× {1})) < Aut(T2m)

and
Λ2 := pr2(Γ ∩ ({1} ×H2)) = pr2(Γ ∩ ({1} ×Aut(T2n))) < Aut(T2n).

Observe that
Λi = pri(ker(pr3−i)) ∼= ker(pr3−i)C Γ

and note that ΛiCQZ(Hi), since every discrete normal subgroup of Hi is contained in QZ(Hi), as
explained in [15]. In particular, we conclude that QZ(Hi) = 1 implies an isomorphism Γ ∼= pr3−i(Γ)
and in this case we can see Γ as a subgroup of Aut(T2m), if i = 2, or as a subgroup of Aut(T2n),
if i = 1.

We now turn to the definition of the “local groups” Ph and Pv, which will play a major role
in the construction of interesting groups Γ. Let E

(k)
v and E

(k)
h be the set of vertical respectively

horizontal reduced paths (i.e. without backtracking) of combinatorial length k ∈ N in X(1). In
particular, E

(1)
v = Ev, E

(1)
h = Eh,

|E(k)
v | = 2n · (2n− 1)k−1 and |E(k)

h | = 2m · (2m− 1)k−1.

There is a family of homomorphisms from the free group Fm of rank m generated by {a1, . . . , am}
to the symmetric group of the set E

(k)
v

ρ
(k)
h : Fm = 〈a1, . . . , am〉 → Sym(E(k)

v ) ∼= S2n·(2n−1)k−1

7



and a family of homomorphisms

ρ(k)
v : Fn = 〈b1, . . . , bn〉 → Sym(E(k)

h ) ∼= S2m·(2m−1)k−1 .

We denote their images by

P (k)
v := im(ρ(k)

h ) = 〈ρ(k)
h (a1), . . . , ρ

(k)
h (am)〉 and P

(k)
h := im(ρ(k)

v ) = 〈ρ(k)
v (b1), . . . , ρ(k)

v (bn)〉.

For k = 1, we omit the superscript “(1)” and simply write

ρh : 〈a1, . . . , am〉� 〈ρh(a1), . . . , ρh(am)〉 = Pv < Sym(Ev) = Sym({b1, . . . , bn, b−1
n , . . . , b−1

1 }) ∼= S2n,

where for the last isomorphism we always use the explicit identification

Ev
∼= {1, . . . , 2n}

bj ↔ j,

b−1
j ↔ 2n + 1− j,

j = 1, . . . , n, and

ρv : 〈b1, . . . , bn〉� 〈ρv(b1), . . . , ρv(bn)〉 = Ph < Sym(Eh) = Sym({a1, . . . , am, a−1
m , . . . , a−1

1 }) ∼= S2m,

via the identification

Eh
∼= {1, . . . , 2m}

ai ↔ i,

a−1
i ↔ 2m + 1− i,

for i = 1, . . . , m. The two homomorphisms ρh and ρv are defined as follows: each relator aba′b′ in
R(m, n) gives

ρh(a)(b′−1) = b

ρh(a′)(b−1) = b′

ρv(b)(a−1) = a′

ρv(b′)(a′−1) = a,

as indicated in Figure 2.

b b b bρh(a′)ρh(a)

a′ a′ a′ a′

aaaa

b′ b′ b′ b′ ρv(b
′)ρv(b)

Figure 2: Visualizing the definition of ρh, ρv

By the link condition in X , these 4mn expressions indeed uniquely determine ρh and ρv. We
obtain in our example in Figure 1 ρh(a1) = (1, 3)(2, 4), ρv(b1) = (1, 2), ρv(b2) = (1, 2), hence

Pv = 〈(1, 3)(2, 4)〉 ∼= Z2 < S4 and Ph = 〈(1, 2)〉 = S2.
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ρv(b
′)(a)

ρ
(k−1)
h (ρv(b

′)(a)) (b′′)

ρh(a)(b′)

b′′

b′

a

Figure 3: Inductive definition of ρ
(k)
h , k ≥ 2

If k ≥ 2, the homomorphisms ρ
(k)
h and ρ

(k)
v are defined in a similar way, see [16, Chapter 1]. We

give an inductive definition of ρ
(k)
h : Let a ∈ Eh and b = b′ · b′′ ∈ E

(k)
v , where b′ ∈ Ev, b′′ ∈ E

(k−1)
v .

Then
ρ

(k)
h (a)(b) := ρh(a)(b′) · ρ(k−1)

h (ρv(b′)(a)) (b′′),

see Figure 3 for an illustration. The homomorphism ρ
(k)
v can be defined analogously.

Starting with X , the finite permutation groups P
(k)
v and P

(k)
h can be effectively computed.

They describe the local actions of the projections of Γ on k-spheres in T2n and T2m respectively.
More precisely, let xv be any vertex in T2n and let S(xv, k) be the k-sphere (i.e. the set of vertices
in T2n of combinatorial distance k from xv), then the groups

P (k)
v < Sym(E(k)

v ) and H2(xv)/H2(S(xv, k)) < Sym(S(xv, k))

are permutation isomorphic (see [16, Chapter 1]), where for H < Aut(T`) and S a subset of vertices
in T`, we always write H(S) to denote the pointwise stabilizer

StabH(S) = {h ∈ H : h(s) = s, ∀s ∈ S}.

The analogous statement holds for P
(k)
h and H1(xh)/H1(S(xh, k)), where xh is any vertex in T2m.

For each k ∈ N, there is a commutative diagram

〈a1, . . . , am〉
ρ

(k+1)
h // //

ρ
(k)
h

$$ $$HHHHHHHHHHHHH P
(k+1)
v < Sym(E(k+1)

v )

pk
����

P
(k)
v < Sym(E(k)

v )

where pk is the homomorphism restricting the action of P
(k+1)
v on the (k + 1)-sphere S(xv, k + 1)

to the k-sphere S(xv, k). In particular,
∣∣∣P (k)

v

∣∣∣ divides
∣∣∣P (k+1)

v

∣∣∣. Note that⋂
k∈N

kerρ(k)
h
∼= Λ1 and

⋂
k∈N

kerρ(k)
v
∼= Λ2.

In general, a subgroup H < Aut(T`) is called locally transitive (locally primitive, locally 2-
transitive, . . .) if the stabilizer in H of every vertex x in T` induces a transitive (primitive, 2-
transitive, . . .) permutation group on the ` neighbouring vertices of x. Finally, we call H locally
∞-transitive, if H(x) acts transitively on S(x, k) for each k ≥ 1 and each vertex x in T`.
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Because of the importance of the local groups Ph and Pv in our study of X , we will often call
X a (Ph, Pv)-complex and the corresponding fundamental group Γ a (Ph, Pv)-group.

One of the main notions in the theory of lattices in semisimple Lie groups is irreducibility. In
our case, we adopt the definition given in [16].

Definition. A (2m, 2n)-group Γ is called reducible if pr1(Γ) < Aut(T2m) is discrete. Otherwise, Γ
is called irreducible. A (2m, 2n)-complex X is said to be (ir)reducible if and only if Γ = π1(X, x)
is (ir)reducible.

Remarks. (1) Observe that a subgroup of Aut(T`) is discrete if and only if its vertex stabilizers
are all finite (see Proposition 79 in Appendix E.1).

(2) It is shown in [16, Proposition 1.2] that pr1(Γ) < Aut(T2m) is discrete if and only if pr2(Γ) <

Aut(T2n) is discrete.

(3) Note that pr1(Γ) is never dense in Aut(T2m), i.e. H1 � Aut(T2m), contrary to “irreducible”
lattices in higher rank semisimple Lie groups.

(4) In terms of orders of the local groups P
(k)
h and P

(k)
v , Γ is reducible if and only if the set

{|P (k)
h |}k∈N is bounded, if and only if {|P (k)

v |}k∈N is bounded.

In geometric terms, X is reducible if and only if X admits a finite covering which is a product
of two graphs (see [16, Chapter 1]). Therefore, a reducible group Γ is virtually a direct product
of two free groups of finite rank, in particular Γ is residually finite, i.e. the intersection of finite
index subgroups of Γ is trivial. As a consequence, a non-residually finite Γ has to be irreducible.
In general, no algorithm is known to determine whether a given Γ is reducible or not. However,
a useful sufficient criterion for irreducibility, based on the Thompson-Wielandt theorem (see e.g.
[15, Theorem 2.1.1]), is presented in [16, Proposition 1.3]. We will strongly use the criteria (1)
and (2) of the following proposition based on results in [15] and [16]. The third criterion (3) will
only be used in Theorem 8, where (1) does not apply.

Proposition 1. Let Γ be a (2m, 2n)-group.

(1a) Suppose that Ph = A2m, m ≥ 3. Then Γ is irreducible if and only if∣∣∣P (2)
h

∣∣∣ = |A2m|
(
|A2m|
2m

)2m

=
(2m)!

2

(
(2m− 1)!

2

)2m

.

(1b) Suppose that Pv = A2n, n ≥ 3. Then Γ is irreducible if and only if∣∣∣P (2)
v

∣∣∣ = |A2n|
(
|A2n|
2n

)2n

=
(2n)!

2

(
(2n− 1)!

2

)2n

.

(2a) Γ is reducible if and only if there is a number k ∈ N such that |P (k+1)
h | = |P (k)

h |.

(2b) Γ is reducible if and only if there is a number k ∈ N such that |P (k+1)
v | = |P (k)

v |.

(3a) Let Ph < S2m be transitive and suppose that for each k ≥ 1 there exist reduced words
b ∈ 〈b1, . . . , bn〉 and a ∈ 〈a1, . . . , am〉 with |a| = k such that ρ

(k)
v (b)(a) = a and ρv(b̃) acts

transitively on Eh \ {a′′−1}, where b̃ := ρ
(|b|)
h (a)(b) and a = a′ · a′′ with a′ ∈ E

(k−1)
h , a′′ ∈ Eh

(see Figure 4). Then pr1(Γ) is locally ∞-transitive, in particular Γ is irreducible.

(3b) Let Pv < S2n be transitive and suppose that for each k ≥ 1 there exist reduced words a ∈
〈a1, . . . , am〉 and b ∈ 〈b1, . . . , bn〉 with |b| = k such that ρ

(k)
h (a)(b) = b and ρh(ã) acts

transitively on Ev \ {b′′−1}, where ã := ρ
(|a|)
v (b)(a) and b = b′ · b′′ with b′ ∈ E

(k−1)
v , b′′ ∈ Ev.

Then pr2(Γ) is locally ∞-transitive, in particular Γ is irreducible.

10



a′ a′′

a′ a′′

b̃b

Figure 4: Notations in Proposition 1(3a)

Proof. We prove (1a), (2a) and (3a). The proofs of (1b), (2b) and (3b) are analogous.

(1a) The statement follows directly from [15, Proposition 3.3.1].

(2a) Obviously, |P (k+1)
h | = |P (k)

h | for some k ∈ N is a necessary condition. We want to prove now,
that it is also sufficient for the reducibility of Γ. It is enough to show |P (k+2)

h | = |P (k+1)
h |.

First observe that for all vertices xh ∈ T2m we have

H1(S(xh, k + 1)) = H1(S(xh, k)) (∗)

since
1 =

∣∣∣P (k+1)
h

/
P

(k)
h

∣∣∣ = ∣∣H1(S(xh, k))
/
H1(S(xh, k + 1))

∣∣ .
Assume now that |P (k+2)

h | > |P (k+1)
h |. It follows that there is a g ∈ H1(S(xh, k + 1)) \

H1(S(xh, k + 2)). But then, for at least one neighbouring vertex yh of xh,

g ∈ H1(S(yh, k)) \H1(S(yh, k + 1)),

contradicting (∗).
Note that we construct in Example 57 an irreducible 4-vertex square complex such that
|P (2)

h | = |Ph| for some vertex.

(3a) We have to show that pr1(Γ)(xh) acts transitively on S(xh, k) for each k ≥ 1. This is done
by induction on k using the identification (see [16, Chapter 1])

〈b1, . . . , bn〉 ∼= {γ ∈ Γ : pr1(γ)(xh) = xh}.

For k = 1, the statement is obvious since Ph is transitive. To prove the induction step
k→ k+1, note that by induction hypothesis, pr1(Γ)(xh) acts transitively on S(xh, k), hence
we have at most 2m− 1 orbits in S(xh, k + 1). But now, the assumptions (in particular the
transitivity of ρv(b̃)) exactly guarantee that there is in fact only one orbit.

Since P
(k)
h is transitive for each k ≥ 1, the set {|P (k)

h |}k∈N is not bounded and therefore Γ is
irreducible.

Remark. Note that Proposition 1(1a) is false if Ph = A4 (i.e. if m = 2), because there are
irreducible (A4, A10)-groups such that

|P (2)
h | = 324 < |A4|

(
|A4|
4

)4

= 972
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(cf. Appendix C.4).

It is shown in [69, Theorem I.1.18] that Γ splits in two ways as a fundamental group of a finite
graph of finitely generated free groups (in the terminology of Bass-Serre theory). We are mainly
interested in amalgamated free products of free groups, i.e. fundamental groups of edges of free
groups.

Proposition 2. Let Γ be a (2m, 2n)-group.

(1a) If Ph < S2m is a transitive permutation group, then Γ can be written as an amalgamated
free product of finitely generated free groups:

Γ ∼= Fn ∗F1−2m+2mn F1−m+mn.

We call it the vertical decomposition of Γ.

(1b) If Pv < S2n is transitive, then we have a horizontal decomposition

Γ ∼= Fm ∗F1−2n+2mn F1−n+mn.

Proof. The statements follow directly from [69, Theorem I.1.18] after subdividing the complex X

vertically in the first case and horizontally in the second case.

Observe that for the indices in the two inclusions in the splitting in Proposition 2(1a) we have
[Fn : F1−2m+2mn] = 2m and [F1−m+mn : F1−2m+2mn] = 2. The tree on which Γ naturally acts
is T ′2m, the first barycentric subdivision of T2m. Note that Fn = 〈b1, . . . , bn〉. Further, the second
factor F1−m+mn is the fundamental group of a graph with m vertices (one for each geometric
edge a±1

i ) and mn edges (one for each geometric square in X). Finally, the amalgamated group
F1−2m+2mn is the fundamental group of a graph having 2m vertices (one for each edge in Eh)
and 2mn edges (one for each geometric square in the vertically subdivided complex X ′). The
two injections in the amalgamated free product are induced by immersions in X ′. Analogous
statements hold for the second splitting of Γ.

Proposition 3. Let Γ be a (2m, 2n)-group. We denote by F
(2)
n the subgroup of Fn = 〈b1, . . . , bn〉 of

index 2 consisting of elements with even length. Analogously, we define F
(2)
m CFm = 〈a1, . . . , am〉.

If ρv(F (2)
n ) < S2m is transitive (which is satisfied if for example Ph is a primitive permutation

group), then there is an amalgam decomposition of Γ0 (the so-called vertical decomposition of Γ0)

Γ0
∼= F2n−1 ∗F1−4m+4mn F2n−1.

If ρh(F (2)
m ) < S2n is transitive (which is satisfied if for example Pv is primitive), then we get a

horizontal decomposition
Γ0
∼= F2m−1 ∗F1−4n+4mn F2m−1.

In particular, if m = n and ρv(F
(2)
n ), ρh(F (2)

m ) both are transitive, then we have two decompositions
of Γ0 as

F2n−1 ∗F(2n−1)2
F2n−1.

Proof. Again, this can be directly deduced from the more general result [69, Theorem I.1.18].

We call a (2m, 2n)-group Γ horizontally directed, if ai is not in the same orbit as a−1
i in

the natural action of Ph on Eh for all i ∈ {1, . . . , m}. The term vertically directed is defined
analogously. These definitions are equivalent to those given in [69, Definition I.1.10]. We formulate
another interesting special case of [69, Theorem I.1.18] concerning HNN-extensions:
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Proposition 4. Let Γ be a (2m, 2n)-group.

(1a) If Γ is horizontally directed and Ph has exactly two orbits in its natural action on Eh, then
Γ is a HNN-extension of the free group Fn = 〈b1, . . . , bn〉 associating subgroups F1−m+mn of
index m.

(1b) If Γ is vertically directed and Pv has exactly two orbits in its natural action on Ev, then Γ
is a HNN-extension of the free group Fm = 〈a1, . . . , am〉 associating subgroups F1−n+mn of
index n.

Remark. Horizontally directed (2m, 2n)-groups Γ satisfy |Γab| = ∞, in particular they have a
proper infinite quotient. To see this, let O1 be the orbit of a1 under the natural action of Ph on
Eh. Define Γ → Z by sending all elements in O1 to the generator 1 of Z. If both ai and a−1

i are
not in O1, then we map ai, as well as all bj , j = 1, . . . , n, to the trivial element 0 in Z. The same
statement holds for vertically directed (2m, 2n)-groups.

Definition. Let X be a (2m, 2n)-complex and Y a (2m̃, 2ñ)-complex, where m̃ ≥ m and ñ ≥ n.
We say that X is embedded in Y , if the m̃ñ geometric squares of Y contain all mn geometric
squares of X .

Proposition 5. Let the (2m, 2n)-complex X be embedded in the (2m̃, 2ñ)-complex Y , where m̃ ≥
m and ñ ≥ n. Then

(1) π1X < π1Y .

(2) |P (k)
h (X)| divides |P (k)

h (Y )| and |P (k)
v (X)| divides |P (k)

v (Y )| for each k ∈ N.

(3) If X is irreducible then Y is irreducible.

Proof. (1) See [8, Proposition II.4.14(1)].

(2) To take into account the two involved complexes X and Y , we write here P
(k)
h (X), P

(k)
h (Y ),

P
(k)
v (X), P

(k)
v (Y ), ρv,X , ρv,Y instead of P

(k)
h , P

(k)
v , ρv. We prove now that |Ph(X)| divides

|Ph(Y )|. The other statements are proved similarly. Let G be the subgroup of S2m̃

G := 〈ρv,Y (b1), . . . , ρv,Y (bn)〉S2m̃

and ∆ the subset of {1, . . . , 2m̃} with 2m elements

∆ := {1, . . . , m, 2m̃−m + 1, . . . , 2m̃}.

Because of the embedding assumption and the link conditions in X and Y , ∆ is G-invariant
and the restriction of G to ∆ is permutation isomorphic to

Ph(X) = 〈ρv,X(b1), . . . , ρv,X(bn)〉S2m

via the inclusion

{1, . . . , 2m} → {1, . . . , 2m̃}
i 7→ i

2m + 1− i 7→ 2m̃ + 1− i,

i = 1, . . . , m, hence |G| = |Ph(X)| · `, where ` is the order of the pointwise stabilizer of ∆ in
G (cf. [24, p. 17]). The claim follows now, since G is obviously a subgroup of

〈ρv,Y (b1), . . . , ρv,Y (bn), . . . , ρv,Y (bñ)〉S2m̃ = Ph(Y ).
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(3) The set {|P (k)
h (X)|}k∈N is unbounded since X is irreducible by assumption, hence by part

(2) also {|P (k)
h (Y )|}k∈N is unbounded, i.e. Y is irreducible, too.

Because of the link condition in X , every element γ ∈ Γ can be brought in a unique normal
form, where the “a’s are followed by b’s” and in a unique normal form, where the “b’s are followed
by a’s”. The following proposition is due to Bridson and Wise (see [9]).

Proposition 6. (see [9, Normal Form Lemma 4.3]) Let Γ be a (2m, 2n)-group and γ ∈ Γ any
element. Then γ can be written as

γ = σaσb = σ′bσ
′
a

where σa, σ′a are freely reduced words in the subgroup 〈a1, . . . , am〉 and σb, σ
′
b are freely reduced

words in 〈b1, . . . , bn〉. The words σa, σ′a, σb, σ
′
b are uniquely determined by γ. Moreover, |σa| = |σ′a|

and |σb| = |σ′b|, where | · | is the word length with respect to the standard generators, in particular
|1| = 0. We call σaσb the ab-normal form and σ′bσ

′
a the ba-normal form of γ. The length of γ is

by definition |γ| := |σa|+ |σb| = |σ′b|+ |σ′a|.

Proof. See [9]. For an implementation in GAP ([28]) to compute the two normal forms of a given
element in Γ, see Appendix D.6.

Corollary 7. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group. Then

(1) 〈a1, . . . , am〉 and 〈b1, . . . , bn〉 are free subgroups of Γ.

(2) Γ is virtually abelian or contains a non-abelian free subgroup.

(3) The center ZΓ is trivial if min{m, n} ≥ 2.

(4) Γ is residually finite if and only if Aut(Γ) is residually finite.

Proof. (1) This follows from the uniqueness of the normal forms in Proposition 6.

(2) If m ≥ 2 or n ≥ 2 then Γ contains a non-abelian free subgroup by (1). If m = n = 1, then
either

Γ ∼= 〈a1, b1 | a1b1 = b1a1〉 ∼= Z2,

or
Γ ∼= 〈a1, b1 | a1b1a1 = b1〉,

which has the abelian subgroup 〈a1, b
2
1〉 ∼= Z2 of index 2.

(3) Assume that there is an element γ ∈ ZΓ \ {1} and let

γ = a(1) . . . a(k)b(1) . . . b(l)

be its ab-normal form, where we can assume without loss of generality that k ≥ 1 and l ≥ 0.
Take

a ∈ {a1, . . . am, a−1
m , . . . , a−1

1 } \ {a(1), a(1)−1} 6= ∅.

Then, we have
aa(1) . . . a(k)b(1) . . . b(l) = a(1) . . . a(k)b(1) . . . b(l)a.

The left hand side is already in ab-normal form, hence by uniqueness of the ab-normal form,
we can conclude a = a(1), but this is a contradiction to the choice of a, i.e. ZΓ = 1.
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(4) By a result of Gilbert Baumslag ([4] or see [47, Theorem IV.4.8]) the group Aut(Γ) is
residually finite, if Γ is a finitely generated residually finite group. For the other direction,
first note that if m = 1, then

P
(k)
h < S2m·(2m−1)k−1 = S2,

hence |P (k)
h | ≤ 2, k ∈ N, and Γ is reducible. The same holds if n = 1. In particular, Γ

is residually finite, if m = 1 or n = 1. Assume now that Γ is non-residually finite, then
min{m, n} ≥ 2, and by (2) we have ZΓ = 1, hence Γ ∼= Inn(Γ) < Aut(Γ) and Aut(Γ) is
non-residually finite.

Remark. Z× Fn is a (2, 2n)-group with a non-trivial center.

Proposition 8. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group.

(1a) Assume that there is an element ai ∈ {a1, . . . , am} such that ρh(ai)(b) 6= b for all b ∈ Ev

(i.e. R(m, n) has no relator equivalent to a relator of the form aibab−1 for all a ∈ Eh and
b ∈ Ev). Then ZΓ(ai) = 〈ai〉.

(1b) Assume that there is an element bj ∈ {b1, . . . , bn} such that ρv(bj)(a) 6= a for all a ∈ Eh

(i.e. R(m, n) has no relator equivalent to a relator of the form a−1bjab for all a ∈ Eh and
b ∈ Ev). Then ZΓ(bj) = 〈bj〉.

(2a) Assume that ZΓ(ai) = 〈ai〉 for some ai ∈ {a1, . . . , am}. Then NΓ(〈ai〉) = 〈ai〉.

(2b) Assume that ZΓ(bj) = 〈bj〉 for some bj ∈ {b1, . . . , bn}. Then NΓ(〈bj〉) = 〈bj〉.

Proof. We prove (1b) and (2b), the proofs of (1a) and (2a) are similar.

(1b) Obviously, 〈bj〉 < ZΓ(bj). We have to show ZΓ(bj) < 〈bj〉. Let γ = a(1) . . . a(k)b(1) . . . b(l) ∈
ZΓ(bj) be in ab-normal form, k, l ≥ 0. Then

a(1) . . . a(k)b(1) . . . b(l)bj = bja
(1) . . . a(k)b(1) . . . b(l).

Assume first that k ≥ 1. The ab-normal form of γbj starts with a(1) . . . a(k). Bringing also
bja

(1) . . . a(k)b(1) . . . b(l) to this normal form, we must have in a first step bja
(1) = a(1)b for

some b ∈ Ev, i.e. ρv(bj)(a(1)) = a(1), which is impossible by assumption, hence k = 0. This
means γ = b(1) . . . b(l) and

b(1) . . . b(l)bj = bjb
(1) . . . b(l).

By uniqueness of the ab-normal form of

bj = b(l)−1
. . . b(1)−1

bjb
(1) . . . b(l)

we have l = 0 or b(1), . . . , b(l) ∈ {bj, b
−1
j } and hence γ = b(1) . . . b(l) ∈ 〈bj〉.

(2b) Obviously, 〈bj〉 < NΓ(〈bj〉). We have to show NΓ(〈bj〉) < 〈bj〉. Let γ ∈ NΓ(〈bj〉), then in
particular γ−1bjγ ∈ 〈bj〉, i.e. bj is conjugate to a power of itself, hence by a result of Bridson
and Haefliger (see Proposition 17) we conclude γ−1bjγ ∈ {bj, b

−1
j }. If γ−1bjγ = bj , then

γ ∈ ZΓ(bj) = 〈bj〉 and we are done. So from now on let us suppose that γ−1bjγ = b−1
j (we

will see in the proof that this case is in fact not possible under the assumption ZΓ(bj) = 〈bj〉),
then

γ−2bjγ
2 = γ−1(γ−1bjγ)γ = γ−1b−1

j γ = (γ−1bjγ)−1 = (b−1
j )−1 = bj ,
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i.e. γ2 ∈ ZΓ(bj) = 〈bj〉 (which however does not directly imply γ ∈ 〈bj〉 in general). Let

γ = a(1) . . . a(k)b(1) . . . b(l),

k, l ≥ 0, be the ab-normal form of γ. We assume first that k ≥ 1, in particular γ 6= 1. Then

γ2 = a(1) . . . a(k)b(1) . . . b(l)a(1) . . . a(k)b(1) . . . b(l) = bs
j (1)

for some s ∈ Z \ {0} (we know that s 6= 0, since Γ is torsion-free and γ 6= 1). Note that it
follows l ≥ 1, otherwise we would have the contradiction (a(1) . . . a(k))2 = bs

j . The expression
b(1) . . . b(l)a(1) . . . a(k) is in ba-normal form, let ã(k) . . . ã(1)b̃(1) . . . b̃(l) be its ab-normal form,
i.e.

b(1) . . . b(l)a(1) . . . a(k) = ã(k) . . . ã(1)b̃(1) . . . b̃(l). (2)

Then, putting (2) into (1) gives

γ2 = a(1) . . . a(k)ã(k) . . . ã(1)b̃(1) . . . b̃(l)b(1) . . . b(l) = bs
j . (3)

The right hand side bs
j of equation (3) is in ab-normal form, hence the a’s on the left hand

side have to cancel (i.e. ã(k) = a(k)−1
, . . . , ã(1) = a(1)−1

, because a(1) . . . a(k) and ã(k) . . . ã(1)

are freely reduced words in 〈a1, . . . , am〉), so we have

b(1) . . . b(l)a(1) . . . a(k) = a(k)−1
. . . a(1)−1

b̃(1) . . . b̃(l) (4)

from equation (2) and
γ2 = b̃(1) . . . b̃(l)b(1) . . . b(l) = bs

j (5)

from equation (3). Moreover, since b(1) . . . b(l) and b̃(1) . . . b̃(l) are freely reduced words in
〈b1, . . . , bn〉, we conclude from equation (5) that s is even,

b(1) . . . b(l) = b(1) . . . b(r)bt
j (6)

and
b̃(1) . . . b̃(l) = bt

jb
(r)−1

. . . b(1)−1
, (7)

where t = s/2 and 0 ≤ r < l is the number of cancellations in b̃(1) . . . b̃(l)b(1) . . . b(l), i.e.
b̃(l)b(1) = 1, . . . , b̃(l−r+1)b(r) = 1. Note that |t| = l − r ≥ 1, in particular also the right hand
sides of (6) and (7) are in normal form. First, we assume r ≥ 1. Putting (6) and (7) into
(4), we get

b(1) . . . b(r)bt
ja

(1) . . . a(k) = a(k)−1
. . . a(1)−1

bt
jb

(r)−1
. . . b(1)−1

. (8)

Since both sides of equation (8) are in normal form, we have (looking at the right ends)

b±1
j a(1) . . . a(k) = wk(a)b(1)−1

(9)

and (looking at the left ends)

a(k)−1
. . . a(1)−1

b±1
j = b(1)w̃k(a), (10)

where wk(a) and w̃k(a) are freely reduced words of length k in 〈a1, . . . , am〉, and the sign of
bj in (9) and (10) is according to the sign of t, i.e. we have bj , if t is positive, and b−1

j , if t

is negative. Now, equation (10) gives

a(1) . . . a(k) = b±1
j w̃−1

k (a)b(1)−1
. (11)
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Putting (11) into (9) gives

b±2
j w̃−1

k (a)b(1)−1
= wk(a)b(1)−1

, (12)

i.e. the contradiction b±2
j = wk(a)w̃k(a) ∈ 〈a1, . . . , am〉. Thus, we have to study the remain-

ing case r = 0, i.e. |t| = l = |s|/2 and

γ = a(1) . . . a(k)bt
j.

Then equation (4) or (8) is

bt
ja

(1) . . . a(k) = a(k)−1
. . . a(1)−1

bt
j , (13)

which is equivalent to
a(k)−1

. . . a(1)−1
bj = bt

ja
(1) . . . a(k)b1−t

j . (14)

The equation γ−1bjγ = b−1
j is equivalent to

b−t
j a(k)−1

. . . a(1)−1
bja

(1) . . . a(k)bt
j = b−1

j . (15)

Putting (14) into (15) gives

b−t
j bt

ja
(1) . . . a(k)b1−t

j a(1) . . . a(k)bt
j = b−1

j (16)

or equivalently
a(1) . . . a(k)b1−t

j = b−1−t
j a(k)−1

. . . a(1)−1
, (17)

which is a contradiction, since both sides of the equation are in normal form, but t = s/2 6= 0
and hence |b1−t

j | = |1 − t| 6= | − 1 − t| = |b−1−t
j |. This means that the case k ≥ 1 is

impossible. It remains to consider the case k = 0, i.e. γ = b(1) . . . b(l) for some l ≥ 0. But
then, γ−1bjγ = b−1

j gives a non-trivial relation in the free group 〈b1, . . . , bn〉.

Remark. The assumptions of Proposition 8(1a),(1b) are not necessary as shown in Theorem 1(9).

We state now an adapted version of the crucial “normal subgroup theorem” due to Burger and
Mozes ([14], [15], [16]).

Proposition 9. (see [16, Chapter 4 and 5]) Let Γ be an irreducible (2m, 2n)-group such that
Ph, Pv are 2-transitive, and StabPh({1}), StabPv ({1}) are non-abelian simple groups. Then any
non-trivial normal subgroup of Γ has finite index in Γ.

Proof. This is a combination of [16, Corollary 5.1], [16, Proposition 5.2] and [16, Corollary 5.3].

Remark. We will apply Proposition 9 to irreducible (2m, 2n)-groups such that

(Ph, Pv) ∈ {(A2m, A2n), (A2m, M12), (A2m, ASL3(2)), (M12, A2n), (ASL3(2), A2n)},

where m ≥ 3, n ≥ 3, M12 < S12, ASL3(2) < S8 (cf. [15, Chapter 3.3]).

Some general notations for groups: The trivial group is usually denoted by 1. For a group
G and a subset S ⊆ G, let 〈S〉 be the subgroup of G generated by S and let 〈〈S〉〉G be the
normal closure of S in G, i.e. the smallest normal subgroup of G containing S. We denote by
Gab the abelianization G/[G, G], by |G| the order of G, by Z(G) or ZG the center of G, and by
[g1, g2] := g1g2g

−1
1 g−1

2 the commutator of two elements g1, g2 ∈ G. Both signs < and C do not
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exclude equality. Let g ∈ G and M < G a subgroup. Then, we denote by ZG(g) the centralizer
{h ∈ G : hg = gh} and by NG(M) the normalizer {h ∈ G : hMh−1 = M}. A subgroup M < G is
called proper, if M 6= G. For a normal subgroup N CG, a quotient G/N is called proper if N 6= 1.
Let d(G) be the minimal number of generators of G (d(G) = ∞, if G is not finitely generated).
Let Gk be the direct product G× . . .×G of k copies of G and G∗k the free product G ∗ . . . ∗G of
k copies of G

Let G be a permutation group, i.e. G < Sym(Ω) for some non-empty set Ω. For k ∈ N, the
group G is said to be k-transitive if for every pair (ω1, . . . , ωk), (ξ1, . . . , ξk) of k-tuples of distinct
points in Ω, there exists an element g ∈ G such that g(ω1) = ξ1, . . . , g(ωk) = ξk. Let G < Sym(Ω)
be a transitive (i.e. 1-transitive, according to the given definition) permutation group. A non-
empty subset ∆ ⊆ Ω is called a block for G, if for each g ∈ G either g(∆) = ∆ or g(∆) ∩∆ = ∅.
We say that G is primitive if it has no non-trivial blocks on Ω, i.e. no blocks except Ω itself and
the one-element subsets {ω} of Ω. Two permutation groups G < Sym(Ω) and H < Sym(Ω′) are
called permutation isomorphic if there exists a bijection f : Ω → Ω′ and a group isomorphism
ψ : G→ H such that the following diagram commutes for each g ∈ G

Ω

f

��

g // Ω

f

��
Ω′

ψ(g) // Ω′

Further notations: N = {1, 2, . . .}, N0 = N ∪ {0}. Sometimes, by abuse of notations, we write
x instead of {x}.
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2 Irreducible (A6, Pv)-groups, Pv primitive

In this section, we want to construct irreducible (A6, Pv)-groups, where Pv < S2n is a primitive
permutation group. For practical reasons, we restrict to 3 ≤ n ≤ 7. This range covers 30 different
groups Pv (up to isomorphism). See Table 1 for a short description of them and see [12] for a
list of all finite primitive permutation groups up to degree 50. A comprehensive introduction
to permutation groups, including the definitions of the groups in Table 1, is given in [24]. We
examine in more details four examples: (A6, A6)-group in Example 1, (A6, S5 < S10)-group in
Example 3, (A6, M12)-group in Example 6 and (A6, ASL3(2))-group in Example 7. Two examples,
(A6, A5 < S10) and (A6, M11 < S12), could not be found with our methods up to now. A
construction of the remaining 24 examples is presented in Appendix A.1. We would like to justify
our choice Ph = A6. First, Proposition 1(1a) provides us with a necessary and sufficient condition
for irreducibility. Applying this, our examples in Section 2 and Appendix A.1 are irreducible, since
in all cases |P (2)

h | = 360 · 606. The second reason is that we know H1: it is the “universal group”
U(A6) < Aut(T6). This enables us to conclude in some cases (under strong assumptions on Pv,
see Proposition 9), that Γ has no non-trivial normal subgroups of infinite index. Being also of
independent interest, this result is a first step in the construction of finitely presented torsion-free
(virtually) simple groups. Each example will be given in terms of the set of relators (geometric
squares) R(m, n). This uniquely determines the group

Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉,

as well as the complex X , which is the standard 2-dimensional cell complex associated with Γ. In
particular, X is a (2m, 2n)-complex such that π1(X, x) = Γ, where x is as usual the single vertex
of X . In all our examples, we use the same names for the appearing groups and spaces: Γ, X ,
Γ0, Ph, Pv, H1, H2, . . ., as introduced in Section 1. This should not lead to confusion, since they
always refer to the last defined example.

2.1 (A6, A6)-group

Example 1.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a2b
−1
2 ,

a1b
−1
3 a−1

3 b2, a2b1a
−1
3 b−1

2 , a2b2a
−1
3 b−1

3 ,

a2b3a
−1
3 b1, a2b

−1
3 a3b2, a2b

−1
1 a−1

3 b−1
1


.

Theorem 1. (1) Ph = A6, Pv = A6.

(2) Any non-trivial normal subgroup of Γ has finite index.

(3) Γ can be decomposed in two different ways as an amalgamated free product of finitely gener-
ated free groups Γ ∼= F3 ∗F13 F7. The same holds for its subgroup Γ0

∼= F5 ∗F25 F5.

(4) Γ ∼= pri(Γ) � Hi, i = 1, 2.

(5) The second bounded cohomology of Γ with R-coefficients vanishes, i.e. H2
b (Γ;R) = 0 (cf.

Theorem 3(3)).

(6) [Γ, Γ] = Γ0 and Γ0 is perfect.

(7) (cf. [16, Theorem 6.3] where m ≥ 15, n ≥ 19) For every m ≥ 7 and n ≥ 7, there exists a
torsion-free cocompact lattice Λ < U(A2m)×U(A2n) with dense projections. Any non-trivial
normal subgroup N C Λ is of finite index in Λ.

19



G 2n t(G) |G| G < A2n

PSL2(5) 6 2 60 Y
PGL2(5) 6 3 120 N
A6 6 4 360 Y
S6 6 6 720 N

AGL1(8) 8 2 56 Y
AΓL1(8) 8 2 168 Y
PSL2(7) 8 2 168 Y
PGL2(7) 8 3 336 N
ASL3(2) 8 3 1344 Y
A8 8 6 20160 Y
S8 8 8 40320 N

A5 10 1 60 Y
S5 10 1 120 N
PSL2(9) 10 2 360 Y
S6 10 2 720 N
PGL2(9) 10 3 720 N
M10 10 3 720 Y
PΓL2(9) 10 3 1440 N
A10 10 8 10!/2 Y
S10 10 10 10! N

PSL2(11) 12 2 660 Y
PGL2(11) 12 3 1320 N
M11 12 3 7920 Y
M12 12 5 95040 Y
A12 12 10 12!/2 Y
S12 12 12 12! N

PSL2(13) 14 2 1092 Y
PGL2(13) 14 3 2184 N
A14 14 12 14!/2 Y
S14 14 14 14! N

Table 1: Primitive subgroups of S2n, 3 ≤ n ≤ 7. t(G): transitivity of G.

(8) Aut(X) ∼= Z2.

(9) ZΓ(ai) = NΓ(〈ai〉) = 〈ai〉, if ai ∈ {a2, a3}. ZΓ(bj) = NΓ(〈bj〉) = 〈bj〉, if bj ∈ {b2, b3}.

(10) Γ is not linear over any field.

Proof. (1) We only list the generators of Ph and Pv. It can easily be checked for example with
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GAP ([28]), that these permutations indeed generate A6.

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (1, 5, 4, 2, 3),

ρv(b3) = (2, 3, 5, 4, 6), generating Ph = A6.

ρh(a1) = (2, 3)(4, 5),

ρh(a2) = (1, 6, 3, 2)(4, 5),

ρh(a3) = (1, 4, 5, 6)(2, 3), generating Pv = A6.

(2) We apply Proposition 9 or [16, Corollary 5.3], using the fact that Ph and Pv are 2-transitive,
StabPh({1}) = 〈(2, 3)(4, 5), (2, 3, 5, 4, 6)〉 ∼= A5, StabPv ({1}) = 〈(2, 3)(4, 5), (2, 4, 5), (4, 5, 6)〉 ∼=
A5 are non-abelian simple groups and that Γ is irreducible.

(3) See [69, Theorem I.1.18]. Explicit (i.e. describing the injections) decompositions of Γ and
Γ0 are given in Appendix A.2.

(4) By [15, Proposition 3.1.2], QZ(Hi) = 1 for i = 1, 2, hence pr3−i is injective showing Γ ∼=
pri(Γ). Hi is by [15, Proposition 3.3.1] isomorphic to the “universal group” U(A6), which
is not torsion-free, thus pri(Γ) 6= Hi. For a definition and some properties of the universal
group, see [15, Chapter 3.2] or [16, Chapter 5].

(5) We have noticed in the proof of (4) that Hi
∼= U(A6), i = 1, 2. Hence, by [15, Chapter 3],

H1 and H2 act transitively on the boundary at infinity ∂∞T6 of their corresponding trees
T2m = T6 and T2n = T6 respectively. Now, statement (5) follows from [13, Corollary 26]. As
pointed out there, this result has some applications to Γ-actions on the circle S1 (see [13,
Corollary 22]).

(6) These are easy computations using GAP ([28]). To see by hand that Γ0 is perfect, one
first computes a presentation of Γ0 by the Reidemeister-Schreier method and then adds
commutators to the relators to simplify the presentation.

(7) We follow the proof of [16, Theorem 6.3], but replace the (PSL2(13), PSL2(17))-complex
(0)X = A13,17 used there (see also Example 40) by our (A6, A6)-complex X . An illustration
of this construction is given in Appendix A.3 for the smallest values m = 7, n = 7.

(8) An automorphism of X is a a graph automorphism of the 1-skeleton X(1) which induces a
permutation on the set of geometric squares of X . Checking all 266! = 46080 candidates
(using the program of Appendix D.7), we have found exactly one non-trivial automorphism
(fixing seven of nine geometric squares) given by

a1 7→ a−1
1

a2 7→ a−1
2

a3 7→ a−1
3

b1 7→ b−1
1

b2 7→ b3

b3 7→ b2.

The two non-trivially permuted geometric squares of X are a2b1a
−1
3 b−1

2 and a2b3a
−1
3 b1.

Note that this automorphism gives a non-trivial element in the group of outer automor-
phisms Out(Γ) = Aut(Γ)/Inn(Γ), since it has order 2 and Inn(Γ) ∼= Γ is torsion-free (the
isomorphism Inn(Γ) ∼= Γ holds because ZΓ = 1 by Corollary 7(3)).
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(9) ZΓ(a2) = NΓ(〈a2〉) = 〈a2〉, ZΓ(a3) = NΓ(〈a3〉) = 〈a3〉, NΓ(〈b2〉) = 〈b2〉 and NΓ(〈b3〉) = 〈b3〉
follow from Proposition 8. We prove ZΓ(b3) = 〈b3〉. Similarly, one can prove ZΓ(b2) = 〈b2〉.
Let γ = a(1) . . . a(k)b(1) . . . b(l) ∈ ZΓ(b3) be in ab-normal form, k, l ≥ 0. Then

a(1) . . . a(k)b(1) . . . b(l)b3 = b3a
(1) . . . a(k)b(1) . . . b(l).

Assume first that k = 1, i.e.

a(1)b(1) . . . b(l)b3 = b3a
(1)b(1) . . . b(l).

The ab-normal form of a(1)b(1) . . . b(l)b3 starts with a(1). Bringing also b3a
(1)b(1) . . . b(l) to

this normal form, we must have in a first step b3a
(1) = a(1)b for some b ∈ Ev. Checking all

elements in R(3, 3), the only possibility is a(1) = a1, b = b2, hence

a1b
(1) . . . b(l)b3 = a1b2b

(1) . . . b(l)

or
b(1) . . . b(l)b3 = b2b

(1) . . . b(l).

But this gives a non-trivial relation in the free group 〈b1, b2, b3〉.
Assume now that k ≥ 2. As in the case k = 1, we conclude a(1) = a1 and b3a

(1) = a(1)b2,
i.e.

a1a
(2) . . . a(k)b(1) . . . b(l)b3 = a1b2a

(2) . . . a(k)b(1) . . . b(l)

hence
a(2) . . . a(k)b(1) . . . b(l)b3 = b2a

(2) . . . a(k)b(1) . . . b(l)

The ab-normal form of the left hand side of this equation starts with a(2). Bringing the right
hand side to this normal form, we must have b2a

(2) = a(2)b for some b ∈ Ev. Here, the
only possibility is a(2) = a−1

1 , b = b3, but this contradicts the fact that a(1)a(2) . . . a(k) =
a1a
−1
1 . . . a(k) is freely reduced.

It follows that k = 0, and we conclude γ ∈ 〈b3〉 exactly as in the proof of Proposition 8(1b).

(10) It follows from Proposition 38 in Section 4.9.

Conjecture 1. The finitely presented torsion-free group Γ0 is simple.

A possible proof of Conjecture 1 could use the following easy lemmas:

Lemma 10. Let G be a group and H < G a subgroup of finite index. Then there is a group
N < H such that N CG and [G : N ] ≤ [G : H ]! <∞, in particular⋂

M
f.i.
<G

M =
⋂

L
f.i.CG

L.

Proof. (Probably due to Marshall Hall Jr. ([30])) Let k be the index [G : H ] and write G as a
disjoint union of right cosets

G =
k⊔

i=1

Hgi.

Right multiplication Hgi 7→ Hgig induces a homomorphism φ : G→ Sk such that N := kerφ < H

and [G : N ] ≤ |Sk| = [G : H ]! <∞. Note that

N =
⋂
g∈G

gHg−1.
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Lemma 11. Let G be a group and H CG a normal subgroup of finite index. Assume that there
is an element h ∈ H such that 〈〈hk〉〉G > H for each k ∈ N. Then every proper normal subgroup
of H has infinite index.

Proof. Let N CH be a normal subgroup of finite index. By Lemma 10, there is a group M < N

such that M C G and [G : M ] < ∞. Looking at cosets of the form hkM , k ∈ N, we see that at
least two of them are equal, in particular hi ∈M for an i ∈ N, thus 〈〈hi〉〉G < M . By assumption,
we have H < 〈〈hi〉〉G, hence H < M and M = N = H .

Lemma 12. Let G be a group and let H, M be two subgroups of G such that [G : M ] <∞. Then
[H : (M ∩H)] ≤ [G : M ] <∞.

Proof. Let k := [G : M ] and write

G =
k⊔

i=1

Mgi.

Then, intersecting with H , we get

H = G ∩H =
k⊔

i=1

(Mgi ∩H).

Fix i ∈ {1, . . . , k}. If Mgi ∩ H 6= ∅, take any element mgi = h ∈ Mgi ∩ H . Then Mgi ∩ H =
Mmgi ∩H = Mh ∩H = Mh ∩Hh = (M ∩H)h and we are done.

Lemma 13. Let G be a group and H < G a subgroup of finite index. Then⋂
N

f.i.CH

N =
⋂

N
f.i.CG

N.

In particular, H is residually finite if and only if G is residually finite.

Proof. ⋂
N

f.i.CH

N =
⋂

M
f.i.
<H

M =
⋂

M
f.i.
<G

M =
⋂

N
f.i.CG

N,

where the first and third equalities follow from Lemma 10. The inclusion “⊇” in the second
equality is obvious, whereas “⊆” in the second equality directly follows from Lemma 12.

Proposition 14. Let Γ be a (2m, 2n)-group such that any non-trivial normal subgroup of Γ has
finite index. Let H CΓ be a non-trivial normal subgroup of Γ and assume that there is an element
h ∈ H such that 〈〈hk〉〉Γ > H for each k ∈ N. Then H is a finitely presented torsion-free simple
group.

Proof. First note that by assumption H has finite index in Γ. By Lemma 11

H =
⋂

N
f.i.CH

N

and hence by Lemma 13
H =

⋂
N

f.i.CΓ

N.

In particular, Γ is non-residually finite and [16, Corollary 5.4] shows that H is simple. It is
obvious that H is finitely presented and torsion-free, since it is a finite index subgroup of the
finitely presented torsion-free group Γ.
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Corollary 15. Let Γ be as in Example 1. Assume that there is an element γ0 ∈ Γ0 such that
〈〈γk

0 〉〉Γ = Γ0 for each k ∈ N. Then Γ0 is a finitely presented torsion-free simple group.

Proof. This follows directly from Proposition 14 using Theorem 1(2).

One step towards the proof of Conjecture 1 (or an application of Corollary 15) could be the
following proposition, whose detailed proof is given in Appendix A.4:

Proposition 16. For Γ as defined in Example 1, we have 〈〈a6(1+2k)
1 〉〉Γ = Γ0 for each k ∈ N0.

Remark. A calculation with MAGNUS ([49]) shows, that moreover 〈〈a12
1 〉〉Γ = 〈〈a24

1 〉〉Γ = Γ0. See
Table 2 for the orders of some quotients of Γ, illustrating that Conjecture 1 could be reasonable.

∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 2 4 2 4 2 4 2 4 2 4 2 4
a2 2 4 2 4 2 4 2 4 2 4 2 4
a3 2 4 2 4 2 4 2 4 2 4 2 4
b1 2 4 2 4 2 4 2 4 2 4 2 4
b2 2 4 2 4 2 4 2 4 2 4 2 4
b3 2 4 2 4 2 4 2 4 2 4 2 4

Table 2: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, a3, b1, b2, b3}, k = 1, . . . , 12, in Example 1

In order to prove that Γ0 has no proper finite index subgroups, it could be useful to have a
non-trivial element γ ∈ Γ such that for example γ and γ2 are conjugate. But this is not possible
by the following proposition which is a special case of a result of Bridson and Haefliger ([8]):

Proposition 17. Let Γ be a (2m, 2n)-group and γ ∈ Γ a non-trivial element. Then γk can only
be conjugate to γl if |k| = |l|.

Proof. Assume that γk and γl are conjugate for some k, l ∈ Z . Then by [8, Proposition II.6.2(2)],
γk and γl have the same translation length, and by [8, Theorem II.6.8(1)] we have |k| = |l|, using
the fact that γ acts as a hyperbolic isometry on the CAT(0)-space T2m × T2n.

The observation that Γ0 has no subgroups of small index is reflected by the next proposition.
We first give a lemma used in the proof of Proposition 19:

Lemma 18. Let w ∈ Γ0 be a (reduced) word of length 2, 4 or 6. Then 〈〈w〉〉Γ0 = Γ0.

Proof. We have used GAP ([28]). There are 84960 different elements to check.

Recall that we denote by d(G) the minimal number of elements needed to generate the group
G and by Gk the direct product of k copies of G.

Proposition 19. d(Γk
0) ≤ 3, if k ≤ 1230.

Proof. (Adapted from [68, Proof of Theorem 4.2]) There are 60 elements in Γ0 of length 2 and
2400 elements of length 4. Since w 6= w−1 and |w| = |w−1| for any non-trivial element w ∈ Γ,
we can choose a subset S = {γ1, . . . , γ1230} ⊂ Γ0 satisfying |S| = 1230, S ∩ S−1 = ∅, |γi| = 2 for
i = 1, . . . , 30 and |γi| = 4 for i = 31, . . . , 1230. It follows that |γi1γ

−1
i2
| ∈ {2, 4, 6} whenever γi1 , γi2

are different elements of S. Applying Lemma 18, we see that 〈〈γi1γ
−1
i2
〉〉Γ0 = Γ0. Note that Γ0

is generated by two elements, for example by {a2
1, b2b

−1
1 }. For each k ≤ 1230, we want to show

that Γk
0 is generated by the element (γ1, . . . , γk) and the diagonal subgroup (which is for example
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generated by the two diagonal elements (a2
1, . . . , a

2
1) and (b2b

−1
1 , . . . , b2b

−1
1 ) in Γk

0). For k = 1,
this is obviously true. We assume that 2 ≤ k ≤ 1230 is fixed and that Γk−1

0 is generated by the
diagonal subgroup and (γ1, . . . , γk−1). Let H be the subgroup of Γk

0 generated by the diagonal
subgroup and (γ1, . . . , γk). Our goal is to show that H = Γk

0 . If we think Γk−1
0 embedded in

Γk
0 as a subgroup Γk−1

0 × {1} < Γk−1
0 × Γ0 = Γk

0 , then for any γ ∈ Γ0 the group H contains by
assumption k − 1 elements of the form

(γ, 1, . . . , 1, ∗), . . . , (1, . . . , 1, γ, ∗),

where ∗ are certain elements in Γ0 we do not have to care about. By construction, H contains
also the element

(γ1γ
−1
k , . . . , γk−1γ

−1
k , 1) = (γ1, . . . , γk) · (γ−1

k , . . . , γ−1
k ).

Computing the commutators

[(γ, 1, . . . , 1, ∗), (γ1γ
−1
k , . . . , γk−1γ

−1
k , 1)], . . . , [(1, . . . , 1, γ, ∗), (γ1γ

−1
k , . . . , γk−1γ

−1
k , 1)],

we see that H contains the elements

([γ, γ1γ
−1
k ], 1, . . . , 1), . . . , (1, . . . , 1, [γ, γk−1γ

−1
k ], 1).

Let now N be the subgroup of Γ0

N := 〈[γ, γ1γ
−1
k ], . . . , [γ, γk−1γ

−1
k ] : γ ∈ Γ0〉 < Γ0.

Then N is a normal subgroup of Γ0, since for each g ∈ Γ0 and j = 1, . . . , k − 1

g[γ, γjγ
−1
k ]g−1 = [gγ, γjγ

−1
k ] · [g, γjγ

−1
k ]−1 ∈ N.

Note that by definition of N

{γ1γ
−1
k N, . . . , γk−1γ

−1
k N} ⊂ Z(Γ0/N).

Since 〈〈γjγ
−1
k 〉〉Γ0 = Γ0, we have 〈〈γjγ

−1
k N〉〉Γ0/N = Γ0/N and Z(Γ0/N) = Γ0/N , i.e. Γ0/N is

abelian. But then N = Γ0, because Γ0 is perfect. In particular, Γ0 is generated by the elements
[γ, γjγ

−1
k ] and H contains therefore the j-th direct factor of Γk

0 . Since

(1, . . . , 1, γ) = (γ, . . . , γ) · (γ−1, 1, . . . , 1) · . . . · (1, . . . , 1, γ−1, 1),

H also contains the k-th direct factor of Γk
0 , therefore H = Γk

0 and Γk
0 is generated by three

elements.

In most of our main examples (e.g. Example 1, 3, 6, 7, 8, 9, 10, 11, 14, 15 and 18) of Section
2 and Section 3 we always have [Γ, Γ] = Γ0, where in addition Γ0 is perfect. The next example is
different in this regard (see also Appendix C.4).

Example 2.

R(3, 3) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b1, a1b3a

−1
1 b3,

a1b
−1
2 a2b

−1
1 , a2b1a

−1
3 b−1

3 , a2b2a
−1
3 b3,

a2b3a
−1
3 b2, a2b

−1
3 a−1

3 b1, a3b1a3b2


.

Theorem 2. (1) The statements of Theorem 1 (1)-(5) also hold for Γ.
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(2) [Γ, Γ] is not perfect, of index 32 in Γ and Γ0 is not perfect neither.

Proof. (1) We use the same arguments as before, of course with different generators of Ph and
Pv:

ρv(b1) = (1, 5, 4, 3, 2),

ρv(b2) = (2, 6, 5, 4, 3),

ρv(b3) = (2, 3)(4, 5),

ρh(a1) = (1, 5, 6, 2)(3, 4),

ρh(a2) = (1, 5, 3)(2, 6, 4),

ρh(a3) = (1, 3, 5)(2, 4, 6).

(2) It is easy to check that [Γ, Γ] is the kernel of the surjective homomorphism given by

Γ→ Z2
2 × Z8

a1 7→ (1, 0, 0)

a2 7→ (1, 0, 6)

a3 7→ (0, 0, 1)

b1 7→ (0, 1, 3)

b2 7→ (0, 1, 3)

b3 7→ (1, 1, 0).

Note that the commutator subgroup of [Γ, Γ] has index 6 in [Γ, Γ] and that 〈〈a2
1〉〉Γ is a perfect

normal subgroup of Γ of index 192. See Table 3 for the orders of some other quotients.
Moreover, [Γ0, Γ0] has index 64 in Γ, more precisely Γab

0
∼= Z16.∣∣Γ/〈〈wk〉〉Γ

∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 48 192 48 192 48 192 48 192 48 192 48 192
a2 8 16 24 32 8 48 8 64 24 16 8 96
a3 4 24 4 48 4 24 4 96 4 24 4 48
b1 4 8 12 16 4 24 4 32 12 8 4 48
b2 4 8 12 16 4 24 4 32 12 8 4 48
b3 16 96 16 192 16 96 16 192 16 96 16 192

Table 3: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, a3, b1, b2, b3}, k = 1, . . . , 12, in Example 2

Conjecture 2. Γ is non-residually finite and⋂
N

f.i.CΓ

N = [[Γ, Γ], [Γ, Γ]] = 〈〈a2k
1 〉〉Γ, k ∈ N.

Question 1. Let Γ be a (2m, 2n)-group such that any non-trivial normal subgroup of Γ has finite
index. Assume that ΛC Γ is a perfect normal subgroup (of finite index). Is Λ simple?
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2.2 (A6, Pv)-group, Pv primitive, not 2-transitive

Example 3.

R(3, 5) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b−1

3 , a1b3a
−1
2 b1,

a1b4a
−1
2 b−1

5 , a1b5a
−1
2 b5, a1b

−1
5 a−1

2 b−1
4 ,

a1b
−1
4 a2b

−1
1 , a1b

−1
3 a−1

2 b3, a1b
−1
2 a2b4,

a2b1a
−1
3 b2, a2b2a

−1
3 b1, a3b1a3b2,

a3b3a
−1
3 b−1

3 , a3b4a3b
−1
4 , a3b5a

−1
3 b5


.

Theorem 3. (1) Ph = A6; Pv
∼= S5 < S10 is primitive, not 2-transitive.

(2) There are two amalgam decompositions of Γ:

F5 ∗F25 F13
∼= Γ ∼= F3 ∗F21 F11.

There is a vertical decomposition of Γ0

Γ0
∼= F9 ∗F49 F9,

acting locally like A6 (but possibly not effectively) on T6, and a horizontal decomposition

Γ0
∼= F5 ∗F41 F5 < Aut(T10),

where the (effective) action on T10 is locally like S5 < S10, in particular locally primitive,
but not locally 2-transitive.

(3) H2
b (Γ;R) is infinite dimensional as R-vector space (cf. Theorem 1(5)).

(4) Γ is SQ-universal, in particular not virtually simple.

(5) [Γ, Γ] = Γ0 and Γ0 is perfect.

(6) Γ is not linear over any field.

Proof. (1)

ρv(b1) = (1, 5, 4, 3, 2),

ρv(b2) = (2, 6, 5, 4, 3),

ρv(b3) = (1, 2)(5, 6),

ρv(b4) = (1, 2, 6, 5)(3, 4),

ρv(b5) = (1, 2)(5, 6),

ρv(a1) = (1, 7, 9, 10, 3, 2)(4, 6, 5),

ρv(a2) = (1, 8, 9)(2, 4, 10)(5, 6, 7),

ρv(a3) = (1, 9)(2, 10)(5, 6).

The action of P
(2)
v on S(xv, 2) has two orbits of size 60 and 30 respectively. Observe that

in general the action of P
(2)
v on S(xv, 2) is transitive if and only if Pv is a 2-transitive

permutation group. Note that Pv acts like S5 on the set of 2-subsets of {1, 2, 3, 4, 5}.
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(2) Again, use [69, Theorem I1.18]. The explicit horizontal decomposition of Γ0 can be found
in Appendix A.5.

(3) Observe that in the horizontal decomposition Γ ∼= F3 ∗F21 F11 we have |F21\F3/F21| = 3 (for
a computation of this expression, see Proposition 22) and |F11/F21| = 2. Now apply [27,
Theorem 1.1] which states that H2

b (A ∗C B;R) is an infinite dimensional R-vector space if
|C\A/C| ≥ 3 and |B/C| ≥ 2. Note that the assumptions of this theorem are not fulfilled
in the two (F3 ∗F13 F7)-decompositions of Example 1, since |F13\F3/F13| = 2 due to the
2-transitivity of Ph and Pv in Example 1.

(4) Recall that a countable group G is called SQ-universal, if every countable group can be
embedded in a quotient of G. By a result of Ilya Rips, mentioned in [2, Chapter 9.15], an
amalgam A ∗C B is SQ-universal provided that C 6= B and |C\A/C| ≥ 3. We apply this
to Γ ∼= F3 ∗F21 F11. Note that Γ does not satisfy the assumptions of the normal subgroup
theorem [16, Theorem 4.1], since H2 is not locally 2-transitive and hence not locally ∞-
transitive.

(5) This is a short computation.

(6) It follows from Proposition 38 in Section 4.9.

Proposition 20. Let Γ be as in Example 3. Then 〈〈ak
1〉〉Γ = Γ0 for k ∈ {2 + 6l, 4 + 6l}, l ∈ N0.

Moreover, 〈〈a6
1〉〉Γ = 〈〈a12

1 〉〉Γ = 〈〈a18
1 〉〉Γ = Γ0.

Proof. For the first part, we only give the idea of the proof, which is essentially the same as in the
proof of Proposition 16. First show that 〈〈b4b5〉〉Γ = Γ0 and 〈〈b2

5〉〉Γ = Γ0, then show that for l ∈ N0

a−k
1 (b−1

5 b3a
k
1b−1

3 b5) =

{
b4b5, k = 2 + 6l

b2
5, k = 4 + 6l.

We have checked the second part with MAGNUS ([49]).

Conjecture 3. The group Γ of Example 3 is non-residually finite. More precisely⋂
N

f.i.CΓ

N = Γ0.

See Table 4 for the orders of some quotients (it looks like Table 2).∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 2 4 2 4 2 4 2 4 2 4 2 4
a2 2 4 2 4 2 4 2 4 2 4 2 4
a3 2 4 2 4 2 4 2 4 2 4 2 4
b1 2 4 2 4 2 4 2 4 2 4 2 4
b2 2 4 2 4 2 4 2 4 2 4 2 4
b3 2 4 2 4 2 4 2 4 2 4 2 4
b4 2 4 2 4 2 4 2 4 2 4 2 4
b5 2 4 2 4 2 4 2 4 2 4 2 4

Table 4: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, a3, b1, . . . , b5}, k = 1, . . . , 12, in Example 3
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Remark. We construct in Example 18 a (10, 10)-group Γ such that the corresponding subgroup
Γ0 is not simple and ⋂

N
f.i.CΓ

N = Γ0.

However, in Example 18, Ph is transitive but not primitive.

Conjecture 4. Every orbit of the H2(xv)-action on ∂∞T10 is uncountable.

“Proof”. Studying the orbits of the local action of H2 on finite spheres S(xv, k), we believe that
the orbit of any boundary point ω ∈ ∂∞T10 under the H2(xv)-action contains the uncountable
boundary at infinity ∂∞T10;4,7 of a certain infinite subtree T10;4,7 ⊂ T10. This subtree contains
S(xv, 1) and the degree of a vertex yv 6= xv is either 4 or 7 (depending on ω), but constant on
finite spheres S(xv, k).

More precisely, we fix as usual a vertex xv ∈ T10 and imagine paths (without backtracking)
in T10 originating at xv to be labelled by (reduced) words in 〈b1, . . . , b5〉. Using the explicit
isomorphism Ev

∼= {1, . . . , 10} described in Section 1, we identify the sphere S(xv, k) with the set
of k-tuples

{(e1, . . . , ek) ∈ {1, . . . , 10}k : ei + ei+1 6= 11, ∀i ∈ {1, . . . , k − 1}}.

For each k ≥ 2, we define an equivalence relation ∼k on S(xv, k) as follows. First, ∼2 gives a
partition of S(xv, 2) into two equivalence classes consisting of 30 and 60 elements respectively.
The equivalence class with 30 elements is {(1, 3), (1, 5), (1, 9), (2, 6), (2, 7), (2, 10), (3, 4), (3, 5),
(3, 6), (4, 1), (4, 4), (4, 9), (5, 2), (5, 8), (5, 9), (6, 1), (6, 8), (6, 10), (7, 3), (7, 7), (7, 8), (8, 2), (8, 4),
(8, 10), (9, 1), (9, 3), (9, 6), (10, 2), (10, 5), (10, 7)}. For k ≥ 3 we define

(e1, . . . , ek) ∼k (f1, . . . , fk) :⇐⇒ (ei, ei+1) ∼2 (fi, fi+1) ∀i ∈ {1, . . . , k − 1}.

Note that we have 2k−1 equivalence classes on S(xv, k) with respect to ∼k, where the number
of elements in each class is 10 · 6j · 3k−1−j for a j ∈ {0, . . . , k − 1}. We have checked that the
H2(xv)-action induces exactly ∼k on S(xv, k) for k = 2, 3, 4.

As a “corollary” of Conjecture 4, we have

Conjecture 5. QZ(H2) = 1.

“Proof”. If Conjecture 4 holds, then we follow verbatim the proof of [15, Proposition 3.1.2, 1)]:
Let S ⊂ ∂∞T10 be the set of fixed points of hyperbolic elements in QZ(H2). Then S is countable,
since QZ(H2) is countable, which follows directly from the fact that QZ(H2) is discrete (see
[15, Proposition 1.2.1, 2)]). Moreover, S is H2-invariant, since QZ(H2) is a normal subgroup of
H2. We conclude by Conjecture 4 that S is empty, in other words QZ(H2) has no hyperbolic
elements. On the other hand, QZ(H2) acts by [15, Proposition 1.2.1, 2)] freely on the vertices of
T10 (in particular, there are no elliptic elements in QZ(H2) \ {1}), hence |QZ(H2)| ≤ 2. But then,
QZ(H2) ⊆ Z(H2) = 1.

See the following table to check that small powers of b1, . . . , b5 are not in Λ2 < QZ(H2) (see
also Appendix A.6 for all words w of length 2). For instance, it follows that bj

1 /∈ Λ2 if 1 ≤ j < 3000
by the following Lemma.

Lemma 21. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group and let b ∈ 〈b1, . . . , bn〉
such that bj ∈ Λ2 for some j ∈ N. Then |ρ(k)

v (b)| ≤ j for each k ∈ N.
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Proof. Fix any k ∈ N. Using the identification

Λ2
∼=
⋂
k∈N

kerρ(k)
v

we get (
ρ(k)

v (b)
)j

= ρ(k)
v (bj) = 1

Sym(E
(k)
h )

hence |ρ(k)
v (b)| ≤ j.

∣∣∣ρ(k)
v (w)

∣∣∣ k = 1 2 3 4 5

w = b1 5 10 100 600 3000
b2 5 10 100 600 3000
b3 2 10 50 100 1000
b4 4 8 40 200 1000
b5 2 4 20 40 1200

Compare this to the table below, where we already know that QZ(H1) = 1 (by [15, Proposition
3.1.2, 1)]). ∣∣∣ρ(k)

h (w)
∣∣∣ k = 1 2 3 4

w = a1 6 12 72 432
a2 3 6 12 72
a3 2 4 8 16

Conjecture 5 implies another conjecture:

Conjecture 6. Let N C Γ be a non-trivial normal subgroup of infinite index. Then Γ/N is an
infinite group having property (T) of Kazhdan.

“Proof”. We know that QZ(H1) = 1 (see [15, Proposition 3.1.2, 1)]) and assume that QZ(H2) = 1
(see Conjecture 5). For 1 6= NCΓ and i = 1, 2, we have 1 6= pri(N)CHi. By [15, Proposition 1.2.1]
Hi/pri(N) is compact. We can apply [16, Proposition 3.1] to conclude that Γ/N has property
(T). Note that there are uncountably many non-isomorphic infinite quotients Γ/N , since Γ is SQ-
universal (see [56], the proof is based on the fact that there are uncountably many non-isomorphic
finitely generated groups, but each quotient Γ/N , being countable, has only countably many
finitely generated subgroups).

2.2.1 Double cosets

Proposition 22. Let Γ be a (2m, 2n)-group. Suppose that Ph < S2m is transitive. Then there is
a bijection between the set of orbits of the diagonal action of Ph on {1, . . . , 2m}×{1, . . . , 2m} and
the set F1−2m+2mn\Fn/F1−2m+2mn = {F1−2m+2mnfF1−2m+2mn | f ∈ Fn} of double cosets, where

Γ ∼= Fn ∗F1−2m+2mn F1−m+mn

is the vertical decomposition given by Proposition 2(1a). In particular, |F1−2m+2mn\Fn/F1−2m+2mn|
is the rank of Ph (in the terminology of [24, p.67]) and can be easily computed without explicitly
knowing the explicit amalgam decomposition, for example using the GAP-command

1 + Size(OrbitLengths(Ph, Arrangements([1..2*m],2),OnTuples));
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Another consequence is that

|F1−2m+2mn\Fn/F1−2m+2mn| = 2,

if and only if Ph is a 2-transitive permutation group. (As always, similar statements can be made
for Pv.)

Proof. We define B := Fn, C := F1−2m+2mn. Let T ′2m be the Bass-Serre tree on which the
amalgam Γ ∼= B ∗C F1−m+mn naturally acts and let xh be the vertex of T ′2m such that B =
StabΓ(xh). Denote by Ω the set of edges in T ′2m originating from xh and let ω ∈ Ω be the edge
such that StabΓ(ω) = C. Note that |Ω| = [B : C] = [Fn : F1−2m+2mn] = 2m. By construction,
the action of Ph on {1, . . . , 2m} ∼= Eh is equivalent (permutation isomorphic) to the action of B

on Ω. We want to define a bijection

ϕ : {Orbits of B y Ω× Ω} −→ C\B/C.

Let (ω1, ω2) ∈ Ω×Ω. We denote by [(ω1, ω2)] its B-orbit under the diagonal action, in particular
[(ω1, ω2)] = [(bω1, bω2)] for each b ∈ B. Since B acts transitively on Ω, we can choose b1, b2 ∈ B

such that ω = b1ω1 = b2ω2. Now we define

ϕ ([(ω1, ω2)]) := Cb1b
−1
2 C ∈ C\B/C.

We first show that ϕ is independent of the choice of b1, b2. Take b̃1, b̃2 ∈ B such that ω = b̃1ω1 =
b̃2ω2. Then bib̃

−1
i ω = biωi = ω, (i = 1, 2), hence bib̃

−1
i ∈ C, i.e. Cb1 = Cb̃1 and b−1

2 C = b̃−1
2 C

which implies Cb̃1b̃
−1
2 C = Cb1b

−1
2 C. Next we show that ϕ is independent of the representative

of [(ω1, ω2)]. Any representative of [(ω1, ω2)] has the form (bω1, bω2) for some b ∈ B. But then
ω = b1b

−1(bω1) = b2b
−1(bω2) and

ϕ ([(bω1, bω2)]) = Cb1b
−1(b2b

−1)−1C = Cb1b
−1
2 C.

This proves that ϕ is well-defined.
Note that ϕ([(ω, bω)]) = CbC for each b ∈ B, hence ϕ is surjective.
To show the injectivity of ϕ, assume that

ϕ ([(ω1, ω2)]) = Cb1b
−1
2 C = Cb̃1b̃

−1
2 C = ϕ ([(ω̃1, ω̃2)]) ,

such that ω = b1ω1 = b2ω2 = b̃1ω̃1 = b̃2ω̃2. The assumption Cb1b
−1
2 C = Cb̃1b̃

−1
2 C implies that

there is some c ∈ C such that
cb1b

−1
2 ∈ b̃1b̃

−1
2 C,

b̃2b̃
−1
1 cb1b

−1
2 ∈ C,

b̃2b̃
−1
1 cb1b

−1
2 ω = ω,

cb1b
−1
2 ω = b̃1b̃

−1
2 ω,

hence
[(ω1, ω2)] = [(ω, b1b

−1
2 ω)] = [(cω, cb1b

−1
2 ω)] = [(ω, b̃1b̃

−1
2 ω)] = [(ω̃1, ω̃2)].
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2.2.2 Blocking pairs

One method to prove the SQ-universality of an amalgamated free product is a criterion of Paul
Schupp ([63]) using the notion of a blocking pair.

Definition. (see [63]) Let C < A be groups. A pair {x1, x2} of distinct elements in A\C is called
a blocking pair for C < A if

i) xε
ix

δ
j /∈ C \ {1}, for all i, j = 1, 2; ε, δ = ±1.

ii) xε
icx

δ
j /∈ C, if c ∈ C \ {1}; i, j = 1, 2; ε, δ = ±1.

Proposition 23. (1) (see [63]) If there is a blocking pair for C < A or a blocking pair for
C < B, then the amalgam A ∗C B is SQ-universal.

(2) If there is a blocking pair for C < A, then |C\A/C| ≥ 3.

(3) Let Γ be a (2m, 2n)-group. Suppose that Ph < S2m is transitive. Then there is no blocking
pair for C < B and no blocking pair for C < A, where

B ∗C A := Fn ∗F1−2m+2mn F1−m+mn
∼= Γ

is the vertical decomposition given by Proposition 2(1a).

Proof. (1) See [63] (using small cancellation theory).

(2) Let {x1, x2} be a blocking pair for C < A. Obviously, we have Cx1C 6= C 6= Cx2C. Assume
that Cx1C = Cx2C, thus there exist c1, c2 ∈ C such that x1 = c1x2c2. If c1 = 1 = c2, then
x1 = x2, a contradiction. If c1 6= 1, then x−1

1 c1x2 = c−1
2 ∈ C, a contradiction. If c2 6= 1,

then x2c2x
−1
1 = c−1

1 ∈ C, again a contradiction to the blocking pair assumption.

(3) By (2), there is no blocking pair for C < A, since |C\A/C| ≤ |A/C| = 2 < 3. Let x1

be in a blocking pair for C < B. Let b 6= 1 be in ker(ρv : 〈b1, . . . , bn〉 � Ph). Since
[B : C] = 2m < ∞, there is an integer k ∈ N such that bk ∈ C. Let c := bk, then
c ∈ kerρv \ {1} fixes the 1-sphere around the vertex “B” in the corresponding Bass-Serre
tree (see Figure 5), in particular c fixes the edge “Cx1”, hence Cx1c = Cx1, but then

B

C

A
Ax1

Cx1

Figure 5: Illustration in the proof of Proposition 23(3)

x1cx
−1
1 ∈ C is a contradiction to the assumption that x1 is in a blocking pair for C < B.

2.2.3 A homomorphism due to Bernhard H. Neumann

Proposition 24. (cf. [55]) Let A, B, C be groups, iA : C → A and iB : C → B injective
homomorphisms and assume that A 6= 1. Via the identifications C ∼= iA(C), C ∼= iB(C), we think
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of C as a subgroup of A and B, and we write as usual A ∗C B to denote the amalgamated free
product

〈A ∗B | iA(c) = iB(c), c ∈ C〉.

Then there is a surjective homomorphism

ρ : A ∗C B � P < Sym(A×B),

such that P 6= 1. In particular, if ρ is not injective, we get a non-trivial proper quotient P ∼=
(A ∗C B)/kerρ of A ∗C B (if ρ is injective, then P ∼= A ∗C B).

Proof. (cf. [55]) We fix right coset representatives SA = {a1 := 1, a2, a3, . . .}, SB = {b1 :=
1, b2, b3, . . .} of C in A and B respectively, i.e. A = tiCai, B = tjCbj . We will define two
homomorphisms ρA : A→ Sym(A×B) and ρB : B → Sym(A×B) as follows. Let (x, y) ∈ A×B,
then ρA(a)(x, y) := (ax, y). Obviously, ρA is a homomorphism:

ρA(aã)(x, y) = (aãx, y) = ρA(a)(ãx, y) = ρA(a)ρA(ã)(x, y).

To define ρB(b)(x, y), note that with respect to the chosen (fixed) right coset representatives, we
have unique decompositions

x = cxax, y = cyby, bcxby = czbz (cx, cy, cz ∈ C, ax ∈ SA, by, bz ∈ SB).

Now we define ρB(b)(x, y) := (czax, cybz). We check that ρB is a homomorphism:

ρB(bb̃)(x, y) = (ctax, cybt),

where bb̃cxby = ctbt is the unique decomposition (ct ∈ C, bt ∈ SB).

ρB(b̃)(x, y) = (crax, cybr),

where b̃cxby = crbr is the unique decomposition (cr ∈ C, br ∈ SB). Hence,

ρB(b)ρB(b̃)(x, y) = ρB(b)(crax, cybr) = (ctax, cybt) = ρB(bb̃)(x, y),

since bcrbr = bb̃cxby = ctbt.
Let c ∈ C, then

ρB(c)(x, y) = (ccxax, cyby) = (cx, y) = ρA(c)(x, y),

in other words, ρA ◦ iA = ρB ◦ iB. By the universal property of A ∗C B, the desired homomor-
phism ρ : A ∗C B � P exists (see the following diagram), where P < Sym(A × B) is gener-
ated by {ρA(A), ρB(B)} ⊆ Sym(A × B). Obviously, P 6= 1, since A 6= 1 (by assumption) and
ρA(a)(1A, 1B) = (a, 1B).

C

iA

��

iB // B

�� ρB

��

A //

ρA ,,

A ∗C B
ρ

## ##
P

Question 2. Let Γ be as defined in Example 3. Is there an amalgam decomposition A ∗C B of Γ
(or Γ0) such that ρ is not injective?
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2.2.4 A result of Roger C. Lyndon

Perhaps useful in the construction of infinite quotients of amalgamated free products could be the
following proposition of Roger C. Lyndon:

Proposition 25. (see [46, Proposition 1.3]) Let G = A ∗C B be an amalgamated free product.
Let NA CA, NB CB be normal subgroups such that NA ∩C = NB ∩C. Then

G/N ∼= A/NA ∗C/NC B/NB,

where NC := NA ∩ C = NB ∩ C and N := 〈〈NA ∪NB〉〉G.

Proof. See [46] or [21].

2.2.5 Embedding in (A10, A12)-group

We now embed our (A6, S5 < S10)-group Γ of Example 3 in a (A10, A12)-group. This group
will satisfy the assumptions of the normal subgroup theorem ([16, Theorem 4.1] or Proposition
9). If Conjecture 3 is true, then also the (A10, A12)-group is non-residually finite and by [16,
Corollary 5.4] virtually simple. We mention that the same ideas will indeed lead in Section 3 to
the construction of virtually simple (A6, A16)-, (A8, A14)-, (ASL3(2)), A14)- and (A10, A10)-groups!

Example 4.

R(5, 6) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b−1

3 , a1b3a
−1
2 b1, a1b4a

−1
2 b−1

5 , a1b5a
−1
2 b5,

a1b6a
−1
5 b6, a1b

−1
6 a4b

−1
6 , a1b

−1
5 a−1

2 b−1
4 , a1b

−1
4 a2b

−1
1 , a1b

−1
3 a−1

2 b3,

a1b
−1
2 a2b4, a2b1a

−1
3 b2, a2b2a

−1
3 b1, a2b6a

−1
2 b−1

6 , a3b1a3b2,

a3b3a
−1
3 b−1

3 , a3b4a3b
−1
4 , a3b5a

−1
3 b5, a3b6a

−1
3 b6, a4b1a5b

−1
5 ,

a4b2a5b1, a4b3a
−1
5 b4, a4b4a

−1
4 b3, a4b5a5b

−1
4 , a4b6a5b2,

a4b
−1
5 a5b6, a4b

−1
3 a5b

−1
1 , a4b

−1
2 a5b5, a4b

−1
1 a5b

−1
2 , a5b3a5b4



.

Theorem 4. (1) Ph = A10, Pv = A12.

(2) Γ is irreducible.

(3) The (A6, S5 < S10)-group of Example 3 injects in Γ.
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Proof. (1)

ρv(b1) = (1, 9, 8, 3, 2)(4, 6)(5, 7),

ρv(b2) = (2, 10, 9, 8, 3)(4, 6)(5, 7),

ρv(b3) = (1, 2)(5, 7, 6)(9, 10),

ρv(b4) = (1, 2, 10, 9)(3, 8)(4, 6, 5),

ρv(b5) = (1, 2)(4, 6)(5, 7)(9, 10),

ρv(b6) = (1, 7, 5)(4, 10, 6),

ρh(a1) = (1, 9, 11, 12, 3, 2)(4, 8, 5)(6, 7),

ρh(a2) = (1, 10, 11)(2, 4, 12)(5, 8, 9),

ρh(a3) = (1, 11)(2, 12)(5, 8)(6, 7),

ρh(a4) = (1, 10, 4, 5)(2, 12)(3, 9)(6, 7, 8, 11),

ρh(a5) = (1, 11)(2, 5, 6, 7)(3, 12, 8, 9)(4, 10).

(2) We compute |P (2)
h | = 1814400 · 18144010 and apply now Proposition 1(1a).

(3) The (A6, S5 < S10)-complex of Example 3 embeds in X inducing a π1-injection by Propo-
sition 5(1). Observe that the underlined 15 elements in R(5, 6) are identical with the 15
relators of R(3, 5) in Example 3.

2.2.6 Two different amalgam decompositions

The next example gives two amalgam decompositions of a Γ0, both of the form F9 ∗F81 F9, but
acting substantially differently on the corresponding trees T2m = T10 and T2n = T10.

Example 5.

R(5, 5) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b−1

3 , a1b3a
−1
2 b1, a1b4a

−1
2 b−1

5 , a1b5a
−1
2 b5,

a1b
−1
5 a−1

2 b−1
4 , a1b

−1
4 a2b

−1
1 , a1b

−1
3 a−1

3 b3, a1b
−1
2 a2b4, a2b1a2b2,

a2b3a
−1
4 b−1

3 , a3b1a
−1
3 b−1

1 , a3b2a
−1
3 b−1

2 , a3b4a
−1
3 b−1

4 , a3b5a
−1
3 b−1

5 ,

a3b
−1
3 a−1

5 b3, a4b1a
−1
4 b2, a4b2a

−1
4 b1, a4b3a

−1
5 b−1

3 , a4b4a4b
−1
4 ,

a4b5a
−1
4 b5, a5b1a

−1
5 b−1

1 , a5b2a
−1
5 b−1

2 , a5b4a
−1
5 b−1

4 , a5b5a
−1
5 b−1

5


.

Theorem 5. (1) Ph = A10; Pv
∼= S5 < S10 is primitive, not 2-transitive.

(2) Γ is irreducible.

(3) Γ0 splits as F9 ∗F81 F9 in two different ways, one acting locally 2-transitively on the first tree
T2m = T10 (in fact locally transitively on the boundary at infinity ∂∞T10), the other acting
locally primitively, but not locally 2-transitively on the second tree T2n = T10 (in particular
not locally transitively on ∂∞T10).
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Proof. (1)

ρv(b1) = (1, 9, 2),

ρv(b2) = (2, 10, 9),

ρv(b3) = (1, 2, 4, 5, 3)(6, 8, 10, 9, 7),

ρv(b4) = (1, 2, 10, 9)(4, 7),

ρv(b5) = (1, 2)(9, 10),

ρh(a1) = (1, 7, 9, 10, 3, 2)(4, 6, 5),

ρh(a2) = (1, 8, 9)(2, 4, 10)(5, 6, 7),

ρh(a3) = (),

ρh(a4) = (1, 9)(2, 10)(5, 6),

ρh(a5) = ().

(2) Again, this follows from |P (2)
h | = 1814400 · 18144010.

(3) Use the same ideas as in the preceding decompositions.

2.3 (A6,M12)-group

Example 6.

R(3, 6) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
1 b−1

3 ,

a1b4a
−1
1 b−1

4 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b
−1
1 a2b2, a2b1a2b

−1
3 , a2b3a2b

−1
4 ,

a2b4a
−1
3 b−1

5 , a2b5a2b6, a2b
−1
6 a2b

−1
2 ,

a2b
−1
5 a3b4, a3b1a

−1
3 b−1

2 , a3b2a
−1
3 b−1

1 ,

a3b3a3b
−1
6 , a3b5a

−1
3 b−1

4 , a3b6a3b
−1
3



.

Theorem 6. (1) Ph = A6, Pv
∼= M12 (Mathieu group).

(2) Any non-trivial normal subgroup of Γ has finite index.

(3) [Γ, Γ] = Γ0 and Γ0 is perfect.
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Proof. (1)

ρv(b1) = (2, 6, 5),

ρv(b2) = (1, 2, 5),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (2, 5, 4),

ρv(b5) = (2, 3, 5),

ρv(b6) = (2, 5)(3, 4),

ρh(a1) = (1, 2)(5, 6)(7, 8)(11, 12),

ρh(a2) = (1, 2, 7, 5, 4, 3)(6, 11, 12, 10, 9, 8),

ρh(a3) = (1, 2)(3, 6)(4, 5)(7, 10)(8, 9)(11, 12).

Observe that M12 is already generated by ρh(a1) =: σ and ρh(a2) =: τ , since ρh(a3) =
στ3στστ2στ2στστ3σ. As a by-product, we get the following short presentation of M12 with
two generators:

M12
∼= 〈σ, τ | σ2, τ6, (στ)5, (στστ5)4, (στ2)6, (στστ4)5〉.

(2) We apply Proposition 9 or [16, Corollary 5.3], using the fact that

StabPv ({1}) = 〈(2, 8, 10, 12, 5)(3, 4, 7, 6, 9), (2, 3, 6, 9)(5, 10, 7, 12), (5, 8)(6, 7)(9, 10)(11, 12)〉 ∼= M11

is a non-abelian simple group.

(3) This is a short computation.

Conjecture 7. Γ0 is a simple group.

Remark. Analyzing many (4, 12)-groups, we see that Pv
∼= M12 can be generated in several ways

by {ρh(a1), ρh(a2)}. We have found seven different cycle structures for {ρh(a1), ρh(a2)} generating
M12. They are listed in Table 5:

ρh(a1) ρh(a2)
(3, 4)(5, 6)(7, 8)(9, 10) (1, 7, 5, 3, 2)(6, 12, 11, 10, 8)
(3, 4)(5, 6)(7, 8)(9, 10) (1, 6, 5, 9, 3, 2)(4, 8, 7, 12, 11, 10)
(3, 6, 5, 4)(7, 8, 9, 10) (1, 4, 2)(3, 8, 6)(5, 10, 7)(9, 11, 12)
(3, 6, 5, 4)(7, 8, 9, 10) (1, 6, 3, 2)(4, 8)(5, 9)(7, 12, 11, 10)
(3, 6, 5, 4)(7, 8, 9, 10) (1, 7, 3, 2)(6, 12, 11, 10)
(3, 6, 5, 4)(7, 8, 9, 10) (1, 9, 6, 3, 2)(4, 12, 11, 10, 7)
(3, 6, 5, 4)(7, 8, 9, 10) (1, 5, 9, 6, 3, 2)(4, 8, 12, 11, 10, 7)

Table 5: Several pairs of generators of M12
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2.4 (A6,ASL3(2))-group

Example 7.

R(3, 4) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

2 , a1b3a
−1
1 b−1

4 ,

a1b4a
−1
2 b−1

3 , a1b
−1
4 a−1

2 b3, a2b1a
−1
2 b−1

2 ,

a2b2a
−1
3 b1, a2b3a

−1
2 b4, a2b

−1
2 a3b

−1
1 ,

a3b1a3b
−1
3 , a3b2a3b

−1
4 , a3b3a3b4


.

Theorem 7. (1) Ph = A6, Pv
∼= ASL3(2) < S8.

(2) Any non-trivial normal subgroup of Γ has finite index.

(3) [Γ, Γ] = Γ0 and Γ0 is perfect.

Proof. (1)

ρv(b1) = (2, 4, 3),

ρv(b2) = (3, 5, 4),

ρv(b3) = (1, 2)(3, 4),

ρv(b4) = (3, 4)(5, 6),

ρh(a1) = (3, 4)(5, 6),

ρh(a2) = (1, 7, 8, 2)(3, 4, 6, 5),

ρh(a3) = (1, 7, 5, 3)(2, 8, 6, 4).

(2) Note that

StabPv ({1}) = 〈(3, 4)(5, 6), (3, 5, 7)(4, 6, 8), (2, 7, 6, 3)(4, 8)〉 ∼= PSL3(2)

is a non-abelian simple group. The statement follows now from Proposition 9, or [15, Propo-
sition 3.3.3] together with [16, Theorem 4.1], or directly from [16, Corollary 5.3].

(3) This is a short computation.

Conjecture 8. Γ0 is a simple group.
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3 Construction of (virtually) simple (2m, 2n)-groups

Non-residually finite (2m, 2n)-groups have been constructed in [14], [15], [16] for 2m = 196 = 142,
2n = 324 = 182 and independently in [69] for 2m = 8, 2n = 6 using completely different techniques.
We first present in this section an irreducible (A4, Pv)-group Γ with Pv < S12 “quasi-primitive”
but such that the quasi-center QZ(H2) is not trivial. Applying a result of [16], this shows that
Γ is non-residually finite (Example 8). Then, we embed Γ into a (A6, A16)-group (Example 9),
into a (A8, A14)-group (Example 10), and into a (ASL3(2)), A14)-group (Example 11). All three
examples turn out to be virtually simple (again by results of Burger and Mozes). Therefore, their
minimal normal subgroup of finite index is a finitely presented torsion-free simple group. We think
that this index is 4 in our examples. This is indeed true for a virtually simple (A10, A10)-group
(Example 14) constructed by means of an embedding of Daniel T. Wise’s non-residually finite
example (see [69] or Example 13). Therefore we get an explicit description of a finitely presented
torsion-free simple group in Aut(T10)×Aut(T10), which moreover has the form F9 ∗F81 F9. Similar
ideas lead to many other interesting groups in Section 3.7, 3.8 and 3.9.

3.1 A non-residually finite (4, 12)-group

We begin with a generalization of the notion of a primitive permutation group.

Definition. A non-trivial permutation group G < Sym(Ω) of a set Ω is called quasi-primitive, if
every non-trivial normal subgroup of G (in particular G itself) acts transitively on Ω.

Observe that primitive groups are quasi-primitive, which are for their part by definition tran-
sitive. Some structure theory for locally quasi-primitive groups of automorphisms of graphs has
been developed in [15].

See the following list for all quasi-primitive, but not 2-transitive subgroups of S2n, where n ≤ 8:

G 2n primitive |G| G < A2n

A5 10 Y 60 Y
S5 10 Y 120 N

PSL2(5) 12 N 60 Y

PSL2(7) 14 N 168 Y

24 : 5 16 Y 80 Y
24 : D5 16 Y 160 Y
(A4 ×A4) : 2 16 Y 288 Y
(24 : 5) : 4 16 Y 320 Y
24 : 32 : 4 16 Y 576 Y
24 : S3 × S3 16 Y 576 Y
24 : A5 16 Y 960 Y
(S4 × S4) : 2 16 Y 1152 Y
24 : S5 16 Y 1920 Y

Table 6: Quasi-primitive, not 2-transitive subgroups of S2n, n ≤ 8.
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Example 8.

R(2, 6) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 ,

a1b3a
−1
1 b−1

4 , a1b4a
−1
1 b−1

5 ,

a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

2 ,

a1b
−1
2 a2b3, a2b1a

−1
2 b−1

5 ,

a2b2a2b
−1
3 , a2b4a

−1
2 b4,

a2b5a
−1
2 b−1

1 , a2b6a
−1
2 b6



.

Theorem 8. (1) Ph = A4, Pv
∼= PSL2(5) < S12, |Pv| = 60.

(2) Γ is irreducible.

(3) Pv is quasi-primitive, but not primitive.

(4) Λ2 6= 1, in particular QZ(H2) 6= 1.

(5) Γ is non-residually finite.

(6) [Γ, Γ] = Γ0 and Γ0 is perfect.

(7) (cf. [16, Theorem 6.4] where m ≥ 109, n ≥ 175) For every m ≥ 9 and n ≥ 13, there exists a
torsion-free cocompact virtually simple lattice Λ < U(A2m)×U(A2n) with dense projections.

(8) (cf. [16, Theorem 6.5]) Any (2m, 2n)-group injects for any even natural numbers k ≥ 4,
` ≥ 4 in a virtually simple (A4m+14+k, A4n+22+`)-group.

Proof. (1)

ρv(b1) = (),

ρv(b2) = (2, 4, 3),

ρv(b3) = (1, 2, 3),

ρv(b4) = (),

ρv(b5) = (),

ρv(b6) = (),

ρh(a1) = (2, 6, 5, 4, 3)(7, 8, 9, 10, 11),

ρh(a2) = (1, 5)(2, 3)(4, 9)(6, 7)(8, 12)(10, 11).

(2) Figure 6 shows that we can apply Proposition 1(3a) using the fact that a1b1 = b1a1 and that
ρv(b3) = (1, 2, 3) acts transitively on {1, 2, 3} ∼= Eh \ {a−1

1 } = {a1, a2, a
−1
2 }. Note that the

irreducibility criterion [16, Proposition 1.3] cannot be applied, since Pv is not primitive and
Kh (defined in [16] or Section 4.9) is a 3-group.

(3) Pv is quasi-primitive, since it is simple and transitive. It has the non-trivial blocks {1, 12},
{5, 8}, {4, 9}, {3, 10}, {2, 11}, {6, 7}, and is therefore not primitive.

(4) B := {b3
1, b

3
2, b

3
3, b

3
4, b

3
5, b

3
6, b
−3
1 , b−3

2 , b−3
3 , b−3

4 , b−3
5 , b−3

6 } ⊂ Λ2 by the subsequent Lemma 26(1b),
since for each b ∈ B and a ∈ Eh we have ρv(b)(a) = a and ρh(a)(b) ∈ B.
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b1 b5 b4 b3b1

a2 a1 a1

a1a1a2

ak−3
1

ak−3
1

Figure 6: Proof of Theorem 8(2)

(5) We apply [16, Proposition 2.1].

(6) Easy computation.

(7) We imitate the proof of [16, Theorem 6.4], but replace (0)X = A13,17 (see Example 40) by
the (A6, A6)-complex of Example 1 and replace (1)X = A13,17�A13,17 by the non-residually
finite (4, 12)-complex X . Note that we use in the proof that PSL2(5) < S12 is even, i.e. a
subgroup of A12.

(8) If necessary, we embed the given (2m, 2n)-complex by [16, Proposition 6.2] in a (4m, 4n)-
complex Y with even local permutation groups. Then we apply [16, Proposition 6.1] to
the case where (0)X is the (A6, A6)-complex of Example 1, (1)X is the non-residually finite
(4, 12)-complex X and (2)X = Y .

Lemma 26. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group.

(1a) Let A ⊂ 〈a1, . . . , am〉. If for each a ∈ A and b ∈ Ev we have ρh(a)(b) = b and ρv(b)(a) ∈ A,
then A ⊂ Λ1.

(1b) Let B ⊂ 〈b1, . . . , bn〉. If for each b ∈ B and a ∈ Eh we have ρv(b)(a) = a and ρh(a)(b) ∈ B,
then B ⊂ Λ2.

Proof. The assumptions made in (1a) directly imply

A ⊂
⋂
k∈N

kerρ(k)
h

and we are done since ⋂
k∈N

kerρ(k)
h
∼= Λ1.

(1b) follows similarly.

Conjecture 9. ⋂
N

f.i.CΓ

N = Γ0.

See Table 7 for the orders of some quotients of Γ (the infinite quotients in this list correspond
to elements in Λ2).

A famous result proved by Malcev ([50], see also [47, Theorem IV.4.10]) says that every finitely
generated residually finite group is Hopfian, where a group G is called Hopfian, if every epimor-
phism G→ G is an isomorphism.

Question 3. Is there a non-Hopfian (2m, 2n)-group?
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∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 2 4 2 4 2 4 2 4 2 4 2 4
a2 2 4 2 4 2 4 2 4 2 4 2 4
b1 2 4 ∞ 4 2 ∞ 2 4 ∞ 4 2 ∞
b2 2 4 ∞ 4 2 ∞ 2 4 ∞ 4 2 ∞
b3 2 4 ∞ 4 2 ∞ 2 4 ∞ 4 2 ∞
b4 2 4 ∞ 4 2 ∞ 2 4 ∞ 4 2 ∞
b5 2 4 ∞ 4 2 ∞ 2 4 ∞ 4 2 ∞
b6 2 4 ∞ 4 2 ∞ 2 4 ∞ 4 2 ∞

Table 7: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, b1, . . . , b6}, k = 1, . . . , 12, in Example 8

Remark. Obviously, (2m, 2n)-groups satisfying the normal subgroup theorem (Proposition 9)
are Hopfian and by the result of Malcev, residually finite (2m, 2n)-groups (in particular reducible
(2m, 2n)-groups) are also Hopfian. Note that Zlil Sela proved that torsion-free hyperbolic groups
are Hopfian (see [65]).

3.2 A virtually simple (A6, A16)-group

Example 9.

R(3, 8) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
1 b−1

4 ,

a1b4a
−1
1 b−1

5 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

2 ,

a1b7a2b
−1
8 , a1b8a2b8, a1b

−1
8 a2b

−1
7 ,

a1b
−1
7 a−1

3 b7, a1b
−1
2 a2b3, a2b1a

−1
2 b−1

5 ,

a2b2a2b
−1
3 , a2b4a

−1
2 b4, a2b5a

−1
2 b−1

1 ,

a2b6a
−1
2 b6, a2b7a3b

−1
7 , a3b1a

−1
3 b8,

a3b2a
−1
3 b2, a3b3a

−1
3 b−1

4 , a3b4a
−1
3 b1,

a3b5a
−1
3 b3, a3b6a

−1
3 b6, a3b8a

−1
3 b5



.

Theorem 9. (1) Ph = A6, Pv = A16.

(2) Γ is non-residually finite.

(3) Γ is a finitely presented torsion-free virtually simple group, in particular the minimal normal
subgroup of finite index in Γ ⋂

N
f.i.CΓ

N

is a finitely presented torsion-free simple group.

(4) We have amalgam decompositions

F8 ∗F43 F22
∼= Γ ∼= F3 ∗F33 F17
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and
Aut(T6) > F15 ∗F85 F15

∼= Γ0
∼= F5 ∗F65 F5 < Aut(T16).

(5) [Γ, Γ] = Γ0 and Γ0 is perfect.

Proof. (1)

ρv(b1) = (),

ρv(b2) = (2, 6, 5),

ρv(b3) = (1, 2, 5),

ρv(b4) = (),

ρv(b5) = (),

ρv(b6) = (),

ρv(b7) = (1, 5, 3)(2, 4, 6),

ρv(b8) = (1, 5)(2, 6),

ρh(a1) = (2, 6, 5, 4, 3)(7, 9, 8)(11, 12, 13, 14, 15),

ρh(a2) = (1, 5)(2, 3)(4, 13)(6, 11)(8, 10, 9)(12, 16)(14, 15),

ρh(a3) = (1, 13, 14, 5, 9)(2, 15)(3, 12, 8, 16, 4)(6, 11).

(2) The embedding of the (A4, PSL2(5) < S12)-complex of Example 8 into X (indicated by the
twelve underlined geometric squares in R(3, 8)) induces a π1-injection by Proposition 5(1).
Because of Theorem 8(5), Γ is non-residually finite neither.

(3) Apply [16, Corollary 5.4].

(4) We use the same arguments as in Section 2.

(5) Easy computations.

Conjecture 10. Γ0 is a finitely presented torsion-free simple group. Equivalently,⋂
N

f.i.CΓ

N = Γ0.
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3.3 A virtually simple (A8, A14)-group

Example 10.

R(4, 7) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
1 b−1

4 , a1b4a
−1
1 b−1

5 ,

a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

2 , a1b7a
−1
2 b−1

7 , a1b
−1
7 a3b7,

a1b
−1
2 a2b3, a2b1a

−1
2 b−1

5 , a2b2a2b
−1
3 , a2b4a

−1
2 b4,

a2b5a
−1
2 b−1

1 , a2b6a
−1
2 b6, a2b7a

−1
4 b−1

7 , a3b1a4b
−1
3 ,

a3b2a4b
−1
1 , a3b3a4b2, a3b4a

−1
3 b5, a3b5a4b4,

a3b6a
−1
3 b−1

6 , a3b
−1
7 a4b3, a3b

−1
5 a−1

4 b−1
4 , a3b

−1
3 a4b7,

a3b
−1
2 a4b

−1
2 , a3b

−1
1 a4b1, a4b6a

−1
4 b−1

6 , a4b
−1
5 a4b

−1
4



.

Theorem 10. (1) Ph = A8, Pv = A14.

(2) Γ is non-residually finite.

(3) Γ is a finitely presented torsion-free virtually simple group.

(4) There are amalgam decompositions

F7 ∗F49 F25
∼= Γ ∼= F4 ∗F43 F22

and
Aut(T8) > F13 ∗F97 F13

∼= Γ0
∼= F7 ∗F85 F7 < Aut(T14).

(5) [Γ, Γ] = Γ0 and Γ0 is perfect.

Proof. (1)

ρv(b1) = (3, 5)(4, 6),

ρv(b2) = (2, 8, 7)(3, 5)(4, 6),

ρv(b3) = (1, 2, 7)(3, 5)(4, 6),

ρv(b4) = (3, 4, 5),

ρv(b5) = (4, 5, 6),

ρv(b6) = (),

ρv(b7) = (1, 2, 4, 6)(3, 8, 7, 5),

ρh(a1) = (2, 6, 5, 4, 3)(9, 10, 11, 12, 13),

ρh(a2) = (1, 5)(2, 3)(4, 11)(6, 9)(10, 14)(12, 13),

ρh(a3) = (1, 2, 13, 3)(4, 10)(5, 11)(8, 12),

ρh(a4) = (2, 13, 14, 12)(3, 7)(4, 10)(5, 11).

(2) The embedding of the (A4, PSL2(5) < S12)-complex of Example 8 into X (indicated by the
twelve underlined geometric squares in R(4, 7)) induces a π1-injection by Proposition 5(1).
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(3) Apply [16, Corollary 5.4].

(4) Use the same arguments as in Section 2.

(5) These are easy computations.

Conjecture 11. Γ0 is a finitely presented torsion-free simple group.

Remark. It seems to be impossible to embed X of Example 8 into a virtually simple (A6, A14)-
complex. However, it seems to be easy to embed X of Example 8 into a virtually simple (A2m, A2n)-
complex, if m ≥ 3, n ≥ 8 or m ≥ 4, n ≥ 7.

3.4 A virtually simple (ASL3(2)), A14)-group

Example 11.

R(4, 7) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
1 b−1

4 , a1b4a
−1
1 b−1

5 ,

a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

2 , a1b7a
−1
2 b−1

7 , a1b
−1
7 a3b7,

a1b
−1
2 a2b3, a2b1a

−1
2 b−1

5 , a2b2a2b
−1
3 , a2b4a

−1
2 b4,

a2b5a
−1
2 b−1

1 , a2b6a
−1
2 b6, a2b7a

−1
4 b−1

7 , a3b1a4b4,

a3b2a
−1
3 b−1

3 , a3b3a
−1
4 b−1

2 , a3b4a4b7, a3b5a4b
−1
6 ,

a3b6a4b
−1
1 , a3b

−1
7 a4b1, a3b

−1
6 a4b5, a3b

−1
5 a4b6,

a3b
−1
4 a4b

−1
5 , a3b

−1
3 a4b2, a3b

−1
1 a4b

−1
4 , a4b3a4b

−1
2



.

Theorem 11. (1) Ph
∼= ASL3(2) < S8, Pv = A14.

(2) Γ is non-residually finite.

(3) Γ is a finitely presented torsion-free virtually simple group.

(4) There are amalgam decompositions

F7 ∗F49 F25
∼= Γ ∼= F4 ∗F43 F22

and
Aut(T8) > F13 ∗F97 F13

∼= Γ0
∼= F7 ∗F85 F7 < Aut(T14).

(5) [Γ, Γ] = Γ0 and Γ0 is perfect.
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Proof. (1)

ρv(b1) = (3, 5)(4, 6),

ρv(b2) = (2, 8, 7)(3, 4, 5),

ρv(b3) = (1, 2, 7)(4, 6, 5),

ρv(b4) = (3, 5)(4, 6),

ρv(b5) = (3, 5)(4, 6),

ρv(b6) = (3, 5)(4, 6),

ρv(b7) = (1, 2, 4, 6)(3, 8, 7, 5),

ρh(a1) = (2, 6, 5, 4, 3)(9, 10, 11, 12, 13),

ρh(a2) = (1, 5)(2, 3)(4, 11)(6, 9)(10, 14)(12, 13),

ρh(a3) = (1, 6, 5, 11)(2, 3)(4, 14, 8)(9, 10)(12, 13),

ρh(a4) = (1, 11, 7)(2, 3)(4, 10, 9, 14)(5, 6)(12, 13).

(2) The embedding of the (A4, PSL2(5) < S12)-complex of Example 8 into X (indicated by the
twelve underlined geometric squares in R(4, 7)) induces a π1-injection by Proposition 5(1).

(3) Apply [16, Corollary 5.3] (cf. Example 7).

(4) Use the same arguments as in Section 2.

(5) These are easy computations.

Conjecture 12. Γ0 is a finitely presented torsion-free simple group.

3.5 Two examples of Daniel T. Wise

Example 12. (See [69, Section II.2.1], the transition from his notations to ours is given by
x→ a1, y → a2, a→ b1, b→ b2, c→ b3.)

R(2, 3) :=



a1b2a
−1
1 b−1

1 , a2b2a
−1
2 b−1

1 ,

a1b3a
−1
2 b−1

3 , a1b1a
−1
2 b−1

2 ,

a2b1a
−1
1 b−1

3 , a2b3a
−1
1 b−1

2


.

Theorem 12. (1) (Wise [69]) Γ is irreducible and not 〈b1, b2, b3〉-separable.

(2) |{b−n
3 a2a

−1
1 bn

3 : n ∈ Z}| =∞, more precisely

b−n
3 a2a

−1
1 bn

3 =

{
a1a
−1
2 b−n

2 bn
3 , n odd

a2a
−1
1 b−n

2 bn
3 , n even.

(3)

b−n
3 (a2a

−1
1 )2bn

3 =

{
(a1a

−1
2 )2, n odd

(a2a
−1
1 )2, n even.

In particular,
|{b−n

3 (a2a
−1
1 )2bn

3 : n ∈ Z}| = 2.
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(4) ZΓ(b2
3) is not abelian, in particular Γ is not commutative transitive.

(5) Γ is not a CSA-group.

Proof. (1) See [69]. Let G be a group and H < G a subgroup. Recall that G is said to
be H-separable, if for each element g ∈ G \ H , there is a homomorphism ψ : G → Q

onto a finite group Q such that ψ(g) /∈ ψ(H). It is shown in [69, Corollary II.4.4] that
ψ(a1a

−1
2 ) ∈ ψ(〈b1, b2, b3〉) for every homomorphism ψ : Γ→ Q with |Q| <∞.

(2) This can be proved by induction, using b3a1a
−1
2 = a2a

−1
1 b2 and b3a2a

−1
1 = a1a

−1
2 b2.

(3) This follows from the fact that (a2a
−1
1 )2 and b2

3 commute.

(4) This follows from {b3, (a2a
−1
1 )2} ⊂ ZΓ(b2

3) and [b3, (a2a
−1
1 )2] = (a1a

−1
2 )4 6= 1. A group

G is called commutative transitive, if [g1, g2] = [g2, g3] = 1 (g1, g2, g3 6= 1) always implies
[g1, g3] = 1.

(5) A group G is called a CSA-group if every maximal abelian subgroup M of G is malnormal,
i.e. g−1Mg ∩M = 1 for any g ∈ G \M . Here, 〈b3〉 is a maximal abelian subgroup of Γ,
since 〈b3〉 = ZΓ(b3) by Proposition 8(1b), but (a2a

−1
1 )−2b2

3(a2a
−1
1 )2 = b2

3 ∈ 〈b3〉. It is known
(see [58]) that all torsion-free hyperbolic groups are CSA-groups and that all CSA-groups
are commutative transitive (in particular (5) is directly implied by (4)).

Remark. The proof of Theorem 12(1) given in [69] is based on the fact that the elements a2, b3

have no commuting non-trivial powers (this phenomenon is called anti-torus and was proved in
[69, Proposition II.3.8]. More about anti-tori in Section 5.6). Note however, that 〈a2, b3〉 is not a
free subgroup of Γ since we have a non-trivial relation b−2

3 a−3
2 b2

3a2b
−1
3 a2b3a2 = 1 in Γ.

Remark. {(a1a
−1
2 )2, (a−1

2 a1)2} ⊂ Λ1.

Using the separability property of Theorem 12(1) and the following lemma of Darren D. Long
and Graham A. Niblo, a doubling of the (4, 6)-group Γ along its subgroup 〈b1, b2, b3〉 (geometri-
cally: doubling X along its vertical 1-skeleton Ev) leads to the non-residually finite (8, 6)-group
of Example 13. (By a double of a group G along a subgroup H , we mean an amalgamated free
product G ∗H=H̄ Ḡ, where Ḡ ↪→ H̄ is an isomorphic copy of G ↪→ H .)

Lemma 27. (see [42, Lemma, p.211]) Let θ : G → G be an automorphism of a residually finite
group G. Then G is Fix(θ)-separable, where Fix(θ) := {g ∈ G : θ(g) = g}. More precisely, if
θ : G→ G is an automorphism and G is not Fix(θ)-separable, then

x−1θ(x) ∈
⋂

N
f.i.CG

N,

where x ∈ G\Fix(θ) is any element such that ψ(x) ∈ ψ(Fix(θ)) for all homomorphisms ψ : G→ Q

onto finite groups Q.

Proof. See [42]. The same result is true for endomorphisms θ : G → G of finitely generated
residually finite groups G, see [69, Theorem II.5.2].

Example 13. (See [69, Section II.5], where this example is called D)

R(4, 3) :=



a1b2a
−1
1 b−1

1 , a2b2a
−1
2 b−1

1 , a1b3a
−1
2 b−1

3 , a1b1a
−1
2 b−1

2 ,

a2b1a
−1
1 b−1

3 , a2b3a
−1
1 b−1

2 , a3b2a
−1
3 b−1

1 , a4b2a
−1
4 b−1

1 ,

a3b3a
−1
4 b−1

3 , a3b1a
−1
4 b−1

2 , a4b1a
−1
3 b−1

3 , a4b3a
−1
3 b−1

2


.
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Theorem 13. (Wise [69, Main Theorem II.5.5]) Γ is non-residually finite.

Proof. By [69], we have for example

a2a
−1
1 a3a

−1
4 ∈

⋂
N

f.i.CΓ

N.

Remark. For each k ∈ N, we can find a normal subgroup of Γ of index k. Indeed, it is easy to
check that

Γ/〈〈b1, b2, b3, a1, a2, a
k
3〉〉Γ = 〈a3 | ak

3〉 ∼= Zk.

In particular, it follows that
[Γ :

⋂
N

f.i.CΓ

N ] =∞.

Of course (by Theorem 13): a2a
−1
1 a3a

−1
4 ∈ 〈〈b1, b2, b3, a1, a2, a

k
3〉〉Γ. Indeed, we even have a2a

−1
1 a3a

−1
4 ∈

〈〈b3〉〉Γ, since
a2a
−1
1 a3a

−1
4 = (b−1

3 a1b3a
−1
1 b3)(a4b

−1
3 a−1

4 ).

Remark. Γ/〈〈b1〉〉Γ = 〈a1, a3〉 ∼= F2, in particular, Γ has “many” quotients.

Remark. In Example 12 and 13, the permutation groups Ph and Pv are not transitive and Γab

are infinite (Z×Z and Z×Z×Z respectively), due to the fact that the groups Γ are horizontally
and vertically directed.

3.6 Construction of a simple amalgam F9 ∗F81 F9

In this section, we construct a finitely presented torsion-free simple group. First, we give two
elementary but crucial lemmas used in the proof of Theorem 14(6).

Lemma 28. Let G be a group, H < G a non-residually finite subgroup of G and h ∈ H an element
such that

1 6= h ∈
⋂

M
f.i.CH

M.

Then
h ∈

⋂
N

f.i.CG

N

(in particular G is again non-residually finite).

Proof. Let N C G be a normal subgroup of finite index in G. Obviously, N ∩H C G ∩H = H .
Moreover [H : (N ∩H)] ≤ [G : N ] <∞ by Lemma 12, hence h ∈ N ∩H < N .

Lemma 29. Let G be a non-residually finite group and g ∈ G an element such that

1 6= g ∈
⋂

N
f.i.CG

N

and assume that the normal subgroup 〈〈g〉〉G has finite index in G. Then

〈〈g〉〉G =
⋂

N
f.i.CG

N.
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Proof. By assumption, we have 〈〈g〉〉G
f.i.
C G, hence

〈〈g〉〉G ⊇
⋂

N
f.i.CG

N.

The other inclusion follows directly from

g ∈
⋂

N
f.i.CG

N C G.

Now, we are ready to describe one of our main examples:

Example 14.

R(5, 5) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a2b
−1
5 , a1b5a

−1
5 b4,

a1b
−1
5 a3b

−1
4 , a1b

−1
4 a3b5, a1b

−1
3 a−1

2 b2, a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 ,

a2b4a
−1
2 b5, a2b5a4b

−1
4 , a3b1a

−1
4 b−1

2 , a3b2a
−1
3 b−1

1 , a3b3a
−1
4 b−1

3 ,

a3b4a4b5, a3b
−1
5 a4b4, a3b

−1
3 a−1

4 b2, a3b
−1
1 a−1

4 b3, a4b2a
−1
4 b−1

1 ,

a4b
−1
5 a−1

5 b−1
4 , a5b1a

−1
5 b3, a5b2a

−1
5 b−1

5 , a5b3a
−1
5 b−1

1 , a5b4a
−1
5 b−1

2 ,



.

Theorem 14. (1) Ph = A10, Pv = A10.

(2) Γ is non-residually finite.

(3) Γ is a finitely presented torsion-free virtually simple group.

(4) There are two amalgam decompositions

Γ ∼= F5 ∗F41 F21

and two amalgam decompositions

Γ0
∼= F9 ∗F81 F9 < Aut(T10).

(5) [Γ, Γ] = Γ0 and Γ0 is perfect.

(6) Γ0 is a finitely presented torsion-free simple group!

(7) d(Γk)→∞ linearly for k→∞, but d(Γk
0) ≤ 3 for all k ∈ N.

(8) ZΓ(a5) = NΓ(〈a5〉) = 〈a5〉.

(9) b1 ∈ ZΓ(a4
5), in particular Γ is not commutative transitive.
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Proof. (1)

ρv(b1) = (7, 8)(9, 10),

ρv(b2) = (1, 2)(3, 4),

ρv(b3) = (1, 2)(3, 4)(7, 8)(9, 10),

ρv(b4) = (1, 8, 4, 5)(2, 7, 3, 10),

ρv(b5) = (1, 9, 4, 8)(3, 10, 6, 7),

ρh(a1) = (1, 2)(4, 6, 7, 5)(8, 10, 9),

ρh(a2) = (1, 2, 3)(4, 5, 7, 6)(9, 10),

ρh(a3) = (1, 2)(4, 5, 7, 6)(8, 10, 9),

ρh(a4) = (1, 2, 3)(4, 6, 7, 5)(9, 10),

ρh(a5) = (1, 3, 10, 8)(2, 4, 6, 9, 7, 5).

(2) The embedding of the non-residually finite complex of Example 13 into X , indicated by the
twelve (single or double) underlined geometric squares in R(5, 5), induces a π1-injection by
Proposition 5(1). The six geometric squares coming from Example 12 are doubly underlined.

(3) Apply [16, Corollary 5.4].

(4) We use the same methods as usual.

(5) These are easy computations.

(6) We only have to show that
Γ0 =

⋂
N

f.i.CΓ

N.

Set w := a2a
−1
1 a3a

−1
4 . Then by Theorem 13 and Lemma 28 we have

w ∈
⋂

N
f.i.CΓ

N,

hence by Lemma 29, using the fact that every non-trivial normal subgroup of Γ has finite
index in Γ (by Proposition 9), we have

〈〈w〉〉Γ =
⋂

N
f.i.CΓ

N.

A computer algebra system like GAP ([28]) immediately checks that

[Γ : 〈〈w〉〉Γ ] = |〈a1, . . . , a5, b1, . . . , b5 | R(5, 5), w〉| = 4.

Since [Γ : Γ0] = 4 and w ∈ Γ0, we conclude that⋂
N

f.i.CΓ

N = 〈〈w〉〉Γ = Γ0.

(Alternatively and more explicitly, one proves 〈〈w〉〉Γ = Γ0 by checking that

Γ0 = 〈a1a
−1
2 , b3b

−1
1 , b3b

−1
5 〉
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and
a1a
−1
2 = (b2b5wb−1

5 b−1
2 )(b5w

−1b−1
5 ) ∈ 〈〈w〉〉Γ,

b3b
−1
1 = (b−1

1 b5w
−1b−1

5 b1)(b1b5wb−1
5 b−1

1 ) ∈ 〈〈w〉〉Γ,

b3b
−1
5 = (b−1

1 b−1
4 wb4b1)(b5b

−1
4 w−1b4b

−1
5 ) ∈ 〈〈w〉〉Γ .)

(7) We apply results of James Wiegold and John S. Wilson ([68]). First note that d(Γ) = 2, since
for example Γ = 〈a1, b4〉, and d(Γ0) = 2, since Γ0 = 〈a2

1, b5b
−1
1 〉 (this can be checked with

GAP). By [68, Theorem 2.2], we have d(Γk) = 2k, if k ≥ 18. However, using the simplicity
of Γ0, [68, Theorem 4.3] implies d(Γk

0) ≤ d(Γ0) + 1 = 3 for all k ∈ N.

(8) This follows from Proposition 8.

(9) We compute a4
5b1 = b1a

4
5. Combining this with (8), Γ is not commutative transitive.

A finite presentation of the simple group Γ0 is given as follows: We take 37 generators s1, . . . , s37

and 100 relators

s24s34, s10s23s33, s11s24s35, s12s19s37, s13s27s31,

s18s20s36, s17s20s32, s16s24s29, s14s24s30, s1s10s24s33,

s1s12s24s32, s1s13s21s36, s2s26s34, s2s10s25s33, s2s11s26s35,

s2s12s21s32, s2s18s21s31, s2s16s26s29, s2s14s26s30, s3s10s26s33,

s3s18s27s36, s4s27s30, s4s10s27s37, s4s11s27s33, s4s12s27s34,

s5s10s19s33, s5s34, s5s11s19s35, s5s13s24s36, s5s17s22s37,

s5s12s25s32, s5s18s25s31, s5s15s19s30, s5s16s19s28, s6s19s34,

s6s18s19s36, s6s12s26s37, s7s10s21s33, s7s20s34, s7s11s21s35,

s7s18s26s36, s7s17s26s32, s7s15s21s30, s7s16s21s28, s8s21s34,

s8s12s22s32, s9s16s22s33, s9s13s22s34, s9s22s35, s9s10s22s36,

s6s15s28, s5s14s29, s6s16s30, s1s18s31, s9s12s32,

s2s17s37, s2s13s36, s6s10s35, s6s11s33, s6s14s19s29,

s6s13s19s31, s3s17s19s32, s8s15s20s28, s7s14s20s29, s8s16s20s30,

s3s13s20s31, s3s12s20s37, s8s10s20s35, s8s11s20s33, s8s14s21s29,

s9s17s21s37, s9s11s22s28, s9s18s22s29, s9s14s22s30, s9s15s22s31,

s1s14s23s29, s15s23s28, s1s16s23s30, s6s17s23s32, s4s18s23s36,

s7s13s23s31, s7s12s23s37, s1s11s23s34, s1s23s35, s1s15s24s28,

s1s17s24s37, s8s18s24s31, s3s14s25s29, s2s15s25s28, s3s16s25s30,

s8s17s25s37, s8s13s25s36, s3s11s25s34, s3s25s35, s3s15s26s28,

s4s13s26s31, s4s14s27s35, s4s15s27s32, s4s16s27s28, s4s17s27s29



.

Of course, this presentation can be slightly simplified, e.g. using the identities s5 = s24 = s−1
34 .

Remark. The smallest candidate for being a finitely presented torsion-free simple group in the
construction leading to [16, Theorem 6.4] has much more complicated amalgam decompositions

Aut(T218) > F349 ∗F75865 F349
∼= F217 ∗F75601 F217 < Aut(T350).

3.7 More simple groups

Using exactly the same ideas as in Theorem 14, we embed in this section the non-residually finite
(8, 6)-complex of Example 13 into several (2m, 2n)-complexes with virtually simple fundamental
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groups Γ. See the following list (Table 8) for (2m, 2n) ∈ {(10, 10), (10, 12), (12, 8), (12, 10), (12, 12)}.
As before, the group ⋂

N
f.i.CΓ

N = 〈〈a2a
−1
1 a3a

−1
4 〉〉Γ

is finitely presented torsion-free and simple. In the list, we use the following notation:

Γ∗ :=
⋂

N
f.i.CΓ

N.

In the third column, [2, 2] stands for Z2
2 etc. and in the last column, for example (9, 81, 9) means an

amalgam decomposition F9∗F81F9. Note that Γ0 and Γ∗ always have two amalgam decompositions,
a horizontal and a vertical one. Since Γ∗ < Γ0 is a subgroup, the index [Γ : Γ∗] is a multiple of 4.
In most (but not all) examples listed below, we have [Γ, Γ] = Γ∗, in particular for these examples∣∣Γab

∣∣ = [Γ : Γ∗] and [Γ, Γ] is simple. In all examples (in particular for those with Γ∗ � [Γ, Γ]), we
compute

Γ∗ = 〈〈[a1, a2], [a1, b1], [a1, b2], [a1, b3], [a2, b1], [a2, b2], [a2, b3], [b1, b2], [b1, b3], [b2, b3]〉〉Γ.

This observation gives some indications that Conjecture 16 (in Section 3.10) is true. If [Γ : Γ∗] >∣∣Γab
∣∣, we give the non-abelian quotient Γ/Γ∗, which is not always nilpotent. Three more examples

of the list (Example 15, Example 16 and Example 17) will be described explicitly after the list. We
have chosen these examples for the following reasons: In Example 15, Ph

∼= M12, the fascinating
Mathieu group; in Example 16, Γ∗ � [Γ, Γ] and in Example 17, [Γ : Γ∗] = 40 is relatively large,
the largest in this list.

Ex Γ Γab
∣∣Γab

∣∣ [Γ : Γ∗] Γ/Γ∗ Γ∗ = 〈〈a2a
−1
1 a3a

−1
4 〉〉Γ

(10, 10)
14 (A10, A10) [2, 2] 4 4 (9, 81, 9) = (9, 81, 9)

(A10, A10) [2, 2, 2] 8 8 (17, 161, 17) = (17, 161, 17)
(A10, A10) [2, 4] 8 8 (17, 161, 17) = (17, 161, 17)
(A10, A10) [2, 2, 3] 12 12 (25, 241, 25) = (25, 241, 25)
(A10, A10) [2, 2, 4] 16 16 (33, 321, 33) = (33, 321, 33)
(A10, A10) [2, 8] 16 16 (33, 321, 33) = (33, 321, 33)
(A10, A10) [2, 2, 5] 20 20 (41, 401, 41) = (41, 401, 41)
(A10, A10) [2, 2, 2, 3] 24 24 (49, 481, 49) = (49, 481, 49)
(A10, A10) [2, 3, 4] 24 24 (49, 481, 49) = (49, 481, 49)
(A10, A10) [2, 2, 8] 32 32 (65, 641, 65) = (65, 641, 65)

17 (A10, A10) [2, 4, 5] 40 40 (81, 801, 81) = (81, 801, 81)

(10, 12)
(A10, A12) [2, 2] 4 4 (11, 101, 11) = (9, 97, 9)

16 (A10, A12) [2, 2] 4 12 D6 (31, 301, 31) = (25, 289, 25)
(A10, A12) [2, 2, 2] 8 8 (21, 201, 21) = (17, 193, 17)
(A10, A12) [2, 2, 2] 8 24 S3 × Z2

2 (61, 601, 61) = (49, 577, 49)
(A10, A12) [2, 4] 8 8 (21, 201, 21) = (17, 193, 17)

(12, 8)
(A12, A8) [2, 2] 4 4 (7, 73, 7) = (11, 81, 11)
(A12, A8) [2, 4] 8 8 (13, 145, 13) = (21, 161, 21)

15 (M12, A8) [2, 2] 4 4 (7, 73, 7) = (11, 81, 11)
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(12, 10)
(A12, A10) [2, 2] 4 4 (9, 97, 9) = (11, 101, 11)
(A12, A10) [2, 2] 4 12 D6 (25, 289, 25) = (31, 301, 31)
(A12, A10) [2, 2] 4 20 D5 × Z2 (41, 481, 41) = (51, 501, 51)
(A12, A10) [2, 2, 2] 8 8 (17, 193, 17) = (21, 201, 21)
(A12, A10) [2, 4] 8 8 (17, 193, 17) = (21, 201, 21)
(A12, A10) [2, 2, 2] 8 16 D4 × Z2 (33, 385, 33) = (41, 401, 41)
(A12, A10) [2, 2, 3] 12 12 (25, 289, 25) = (31, 301, 31)
(A12, A10) [2, 8] 16 16 (33, 385, 33) = (41, 401, 41)
(A12, A10) [2, 2, 5] 20 20 (41, 481, 41) = (51, 501, 51)
(A12, A10) [2, 2, 2, 3] 24 24 (49, 577, 49) = (61, 601, 61)
(M12, A10) [2, 2] 4 4 (9, 97, 9) = (11, 101, 11)

(12, 12)
(A12, A12) [2, 2] 4 4 (11, 121, 11) = (11, 121, 11)
(A12, A12) [2, 2, 2] 8 8 (21, 241, 21) = (21, 241, 21)
(A12, A12) [2, 2, 3] 12 12 (31, 361, 31) = (31, 361, 31)

Table 8: Many simple groups Γ∗

Example 15.

R(6, 4) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a3b4, a1b
−1
4 a2b

−1
4 , a1b

−1
3 a−1

2 b2,

a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 , a2b4a5b4, a3b1a
−1
4 b−1

2 , a3b2a
−1
3 b−1

1 , a3b3a
−1
4 b−1

3 ,

a3b
−1
4 a−1

4 b−1
4 , a3b

−1
3 a−1

4 b2, a3b
−1
1 a−1

4 b3, a4b2a
−1
4 b−1

1 , a4b
−1
4 a5b

−1
4 , a5b1a

−1
6 b2,

a5b2a
−1
6 b−1

2 , a5b3a
−1
5 b−1

3 , a5b
−1
2 a−1

6 b−1
1 , a5b

−1
1 a−1

6 b1, a6b3a
−1
6 b−1

4 , a6b4a
−1
6 b3


.

Theorem 15. (1) Ph
∼= M12, Pv = A8.

(2) Γ is non-residually finite.

(3) Γ is a finitely presented torsion-free virtually simple group.

(4) There are amalgam decompositions

F4 ∗F37 F19
∼= Γ ∼= F6 ∗F41 F21

and
Aut(T12) > F7 ∗F73 F7

∼= Γ0
∼= F11 ∗F81 F11 < Aut(T8).

(5) [Γ, Γ] = Γ0 and Γ0 is perfect.

(6) Γ0 is a finitely presented torsion-free simple group.
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Proof. (1)

ρv(b1) = (5, 6)(7, 8)(9, 10)(11, 12),

ρv(b2) = (1, 2)(3, 4)(5, 6)(7, 8),

ρv(b3) = (1, 2)(3, 4)(9, 10)(11, 12),

ρv(b4) = (1, 11, 5, 9, 10)(2, 12, 3, 4, 8),

ρh(a1) = (1, 2)(4, 5)(6, 8, 7),

ρh(a2) = (1, 2, 3)(4, 5)(7, 8),

ρh(a3) = (1, 2)(4, 5)(6, 8, 7),

ρh(a4) = (1, 2, 3)(4, 5)(7, 8),

ρh(a5) = (1, 7)(4, 5),

ρh(a6) = (2, 8)(3, 5, 6, 4).

(2) The embedding of the non-residually finite complex of Example 13 into X (indicated by the
twelve underlined geometric squares in R(6, 4)) induces a π1-injection by Proposition 5(1).

(3) We use [16, Corollary 5.3] and conclude as in [16, Corollary 5.4].

(4) Same arguments as usual.

(5) These are easy computations.

(6) The proof is in the same spirit as the proof of Theorem 14(6).

Example 16.

R(5, 6) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a2b
−1
4 , a1b5a2b

−1
5 ,

a1b6a
−1
4 b4, a1b

−1
6 a4b6, a1b

−1
5 a−1

2 b5, a1b
−1
4 a−1

4 b−1
6 , a1b

−1
3 a−1

2 b2,

a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 , a2b4a
−1
3 b−1

6 , a2b6a
−1
3 b−1

4 , a2b
−1
6 a3b6,

a3b1a
−1
4 b−1

2 , a3b2a
−1
3 b−1

1 , a3b3a
−1
4 b−1

3 , a3b4a5b5, a3b5a
−1
4 b−1

4 ,

a3b
−1
5 a−1

4 b−1
5 , a3b

−1
3 a−1

4 b2, a3b
−1
1 a−1

4 b3, a4b2a
−1
4 b−1

1 , a4b
−1
4 a5b

−1
5 ,

a5b1a
−1
5 b−1

1 , a5b2a
−1
5 b2, a5b3a

−1
5 b5, a5b4a

−1
5 b−1

3 , a5b6a
−1
5 b6



.

Theorem 16. Let
Γ∗ :=

⋂
N

f.i.CΓ

N.

(1) Ph = A10, Pv = A12.

(2) Γ∗ is a finitely presented torsion-free simple group.

(3) The subgroups of Γ of finite index and the normal subgroups of Γ are completely known.
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Proof. (1)

ρv(b1) = (7, 8)(9, 10),

ρv(b2) = (1, 2)(3, 4),

ρv(b3) = (1, 2)(3, 4)(7, 8)(9, 10),

ρv(b4) = (1, 9, 8, 5, 7, 10, 2, 3, 4),

ρv(b5) = (1, 9, 10, 2)(3, 4, 6)(7, 8),

ρv(b6) = (1, 4, 10, 7)(2, 3, 9, 8),

ρh(a1) = (1, 2)(6, 9)(10, 12, 11),

ρh(a2) = (1, 2, 3)(4, 6)(11, 12),

ρh(a3) = (1, 2)(4, 5, 8)(7, 9)(10, 12, 11),

ρh(a4) = (1, 2, 3)(4, 7)(5, 9, 8)(11, 12),

ρh(a5) = (2, 11)(3, 4, 8)(5, 10, 9)(6, 7).

(2) The proof is the same as in the previous two theorems.

(3) We have used GAP ([28]) for the computations. Look at the following diagram, which
describes all subgroups of Γ of finite index (Γ has no non-trivial normal subgroups of infinite
index by Proposition 9).

1 Γ

2 N1

44hhhhhhhhhhhhhhhhhhhhhhhh
N2

66mmmmmmmmmmmmmmmm
N3

=={{{{{{{{

3 H1

XX111111111111111

4 Γ0

OO FF
















==|||||||||||||||||||

6 H2

==|||||||||||||||||||

[[77777777777777777777777777

N4

FF
















[[77777777777777777777777777

H3

OO

[[77777777777777777777777777

12 Γ∗

XX111111111111111

=={{{{{{{{

66mmmmmmmmmmmmmmm

44hhhhhhhhhhhhhhhhhhhhhhh

∞ 1

OO

Here are some explanations: N1, N2, N3, N4 are normal subgroups of Γ. H1, H2, H3 are
subgroups of Γ, but not normal. The index in Γ is given on the left side of the diagram. All
arrows are inclusions. The subgroups of Γ are defined as follows:
N1 is the kernel of Γ→ S2 given by ai 7→ (), bj 7→ (1, 2).
N2 is the kernel of Γ→ S2 given by ai 7→ (1, 2), bj 7→ ().
N3 is the kernel of Γ→ S2 given by ai 7→ (1, 2), bj 7→ (1, 2).
(By the way, the normal subgroups N1, N2, N3, defined as above, always exist in a (2m, 2n)-
group Γ.)
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N4 is the kernel of Γ → S3 given by a1, a2 7→ (1, 2)(3, 5)(4, 6), a3, a4, a5 7→ (1, 3)(2, 4)(5, 6),
b1, b2, b3, b4, b5 7→ (), b6 7→ (1, 4, 5)(2, 3, 6).
H1 := 〈a1, a5a

−1
3 , b1〉.

H2 := 〈a1, a5a
−1
3 , b2b

−1
1 〉.

H3 := 〈a5a
−1
3 , b1a

−1
1 , b2a

−1
1 〉.

We have Γ/Γ∗ ∼= D6, the dihedral group of order 12; Γ/N4
∼= S3, N1/Γ∗ ∼= S3, N2/Γ∗ ∼= Z6,

N3/Γ∗ ∼= S3, H1/Γ∗ ∼= Z2 × Z2,
[Γ, Γ] = [N1, N1] = [N3, N3] = Γ0, [Γ0, Γ0] = [N2, N2] = [N4, N4] = [H1, H1] = [H2, H2] =
[H3, H3] = Γ∗.
The following commutators are not in Γ∗: [a1, a3], [a1, a4], [a1, a5], [a1, b6], [a2, a3], [a2, a4],
[a2, a5], [a2, b6], [a3, b6], [a4, b6], [a5, b6].
In addition, see Table 9 for the orders of some quotients of Γ.∣∣Γ/〈〈wk〉〉Γ

∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 2 12 2 12 2 12 2 12 2 12 2 12
a2 2 12 2 12 2 12 2 12 2 12 2 12
a3 2 12 2 12 2 12 2 12 2 12 2 12
a4 2 12 2 12 2 12 2 12 2 12 2 12
a5 2 12 2 12 2 12 2 12 2 12 2 12
b1 6 12 6 12 6 12 6 12 6 12 6 12
b2 6 12 6 12 6 12 6 12 6 12 6 12
b3 6 12 6 12 6 12 6 12 6 12 6 12
b4 6 12 6 12 6 12 6 12 6 12 6 12
b5 6 12 6 12 6 12 6 12 6 12 6 12
b6 2 4 6 4 2 12 2 4 6 4 2 12

Table 9: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, . . . , a5, b1, . . . , b6}, k = 1, . . . , 12, in Example 16

Example 17.

R(5, 5) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a3b4, a1b5a
−1
1 b−1

5 ,

a1b
−1
4 a2b

−1
4 , a1b

−1
3 a−1

2 b2, a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 , a2b4a4b4,

a2b5a
−1
5 b−1

5 , a2b
−1
5 a−1

5 b5, a3b1a
−1
4 b−1

2 , a3b2a
−1
3 b−1

1 , a3b3a
−1
4 b−1

3 ,

a3b5a4b
−1
4 , a3b

−1
5 a4b

−1
5 , a3b

−1
4 a4b5, a3b

−1
3 a−1

4 b2, a3b
−1
1 a−1

4 b3,

a4b2a
−1
4 b−1

1 , a5b1a
−1
5 b−1

3 , a5b2a
−1
5 b−1

2 , a5b3a
−1
5 b4, a5b4a

−1
5 b1



.

Theorem 17. Let
Γ∗ :=

⋂
N

f.i.CΓ

N.

(1) Ph = A10, Pv = A10.

(2) Γ∗ is a finitely presented torsion-free simple group.
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(3) All finite index subgroups of Γ are normal. They are visualized in the following diagram,
where all arrows are inclusions.

1 Γ

2 N1

55lllllllllllllllll
N2

<<yyyyyyyyy
N3

OO

4 N4

66mmmmmmmmmmmmmmm
N5

=={{{{{{{{
N6

OO <<yyyyyyyy

66lllllllllllllllll

8 N8

OO ==||||||||

66mmmmmmmmmmmmmmm

5 N7

YY222222222222222222222222222222222

10 N11

YY222222222222222222222222222222222

66llllllllllllllll
N10

YY222222222222222222222222222222222

=={{{{{{{{
N9

YY222222222222222222222222222222222

OO

20 N14

XX11111111111111111111111111111111

66llllllllllllllll
N13

YY222222222222222222222222222222222

<<yyyyyyyy
N12

YY222222222222222222222222222222222

OO <<yyyyyyyy

66llllllllllllllll

40 Γ∗

XX11111111111111111111111111111111

OO <<yyyyyyyy

55llllllllllllllll

∞ 1

OO

Proof. (1)

ρv(b1) = (7, 8)(9, 10),

ρv(b2) = (1, 2)(3, 4),

ρv(b3) = (1, 2)(3, 4)(7, 8)(9, 10),

ρv(b4) = (1, 9, 4, 8)(2, 10, 3, 7),

ρv(b5) = (2, 5)(3, 7)(4, 8)(6, 9),

ρh(a1) = (1, 2)(4, 7)(8, 10, 9),

ρh(a2) = (1, 2, 3)(4, 7)(9, 10),

ρh(a3) = (1, 2)(4, 5, 6, 7)(8, 10, 9),

ρh(a4) = (1, 2, 3)(4, 5, 6, 7)(9, 10),

ρh(a5) = (1, 7, 3)(4, 8, 10).

(2) We apply the same strategy as in the previous theorems.
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(3) Using GAP ([28]), we have computed

N1 = 〈〈a2
1, a1b1〉〉Γ, Γ/N1

∼= Z2

N2 = 〈〈b1〉〉Γ, Γ/N2
∼= Z2

N3 = 〈〈a1〉〉Γ, Γ/N3
∼= Z2

N4 = 〈〈a1b4〉〉Γ, Γ/N4
∼= Z4

N5 = 〈〈a1b5〉〉Γ, Γ/N5
∼= Z4

N6 = 〈〈a2
1〉〉Γ = Γ0, Γ/N6

∼= Z2
2

N7 = 〈〈a5
1, b

5
1〉〉Γ, Γ/N7

∼= Z5

N8 = 〈〈a4
1〉〉Γ, Γ/N8

∼= Z2 × Z4

N9 = 〈〈a2
1a
−1
3 〉〉Γ, Γ/N9

∼= Z2 × Z5

N10 = 〈〈a2
1b
−1
5 〉〉Γ, Γ/N10

∼= Z2 × Z5

N11 = 〈〈a10
1 , a1b1〉〉Γ, Γ/N11

∼= Z2 × Z5

N12 = 〈〈a10
1 〉〉Γ, Γ/N12

∼= Z2
2 × Z5

N13 = 〈〈a1b1〉〉Γ, Γ/N13
∼= Z4 × Z5

N14 = 〈〈b5a
−1
3 〉〉Γ, Γ/N14

∼= Z4 × Z5

Γ∗ = [Γ, Γ] = 〈〈a1a
−1
2 〉〉Γ = 〈〈a20

1 〉〉Γ, Γ/Γ∗ ∼= Z2 × Z4 × Z5

Γ/Γ∗ = Γab ∼= 〈a1, b5 | a2
1b
−6
5 , a6

1b
2
5, [a1, b5]〉.

See Table 10 for the orders of some quotients of Γ.∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 2 4 2 8 10 4 2 8 2 20 2 8
a2 2 4 2 8 10 4 2 8 2 20 2 8
a3 2 4 2 8 10 4 2 8 2 20 2 8
a4 2 4 2 8 10 4 2 8 2 20 2 8
a5 2 4 2 8 10 4 2 8 2 20 2 8
b1 2 4 2 8 10 4 2 8 2 20 2 8
b2 2 4 2 8 10 4 2 8 2 20 2 8
b3 2 4 2 8 10 4 2 8 2 20 2 8
b4 2 4 2 8 10 4 2 8 2 20 2 8
b5 2 4 2 8 10 4 2 8 2 20 2 8

Table 10: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, . . . , a5, b1, . . . , b5}, k = 1, . . . , 12, in Example 17

See Appendix C.5 for a list of embeddings of the non-residually finite (8, 6)-complex of Example
13 into (10, 10)-complexes X such that Ph and Pv are both primitive permutation groups.

3.8 An example with infinite but no finite quotients

We use an embedding of the non-residually finite (8, 6)-complex of Example 13 to get a non-simple
group Γ0 < Aut(T10)×Aut(T10) without proper normal subgroups of finite index.
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Example 18.

R(5, 5) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a1b5, a1b
−1
5 a2b

−1
5 ,

a1b
−1
4 a−1

4 b−1
4 , a1b

−1
3 a−1

2 b2, a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 , a2b4a2b5,

a2b
−1
4 a−1

3 b−1
4 , a3b1a

−1
4 b−1

2 , a3b2a
−1
3 b−1

1 , a3b3a
−1
4 b−1

3 , a3b5a4b
−1
4 ,

a3b
−1
5 a−1

5 b−1
5 , a3b

−1
4 a4b5, a3b

−1
3 a−1

4 b2, a3b
−1
1 a−1

4 b3, a4b2a
−1
4 b−1

1 ,

a4b
−1
5 a5b

−1
5 , a5b1a5b4, a5b2a

−1
5 b3, a5b3a

−1
5 b2, a5b

−1
4 a5b

−1
1



.

Theorem 18. (1) Ph < S10 is transitive, but not quasi-primitive; Pv = S10.

(2) [Γ, Γ] = Γ0 and Γ0 is perfect.

(3) Γ0 has no proper normal subgroups of finite index.

(4) Γ0 is not simple.

Proof. (1)

ρv(b1) = (5, 6)(7, 8)(9, 10),

ρv(b2) = (1, 2)(3, 4),

ρv(b3) = (1, 2)(3, 4)(7, 8)(9, 10),

ρv(b4) = (1, 4, 8, 9, 2, 3, 7, 10)(5, 6),

ρv(b5) = (1, 9, 2, 10)(3, 5, 7)(4, 6, 8),

generating a transitive subgroup Ph < S10 of order 3840. It is not quasi-primitive, since Ph

has a normal subgroup of order 2 generated by the element (1, 2)(3, 4)(5, 6)(7, 8)(9, 10) =
ρv(b1)ρv(b2).

ρh(a1) = (1, 2)(4, 7, 5, 6)(8, 10, 9),

ρh(a2) = (1, 2, 3)(4, 7, 5, 6)(9, 10),

ρh(a3) = (1, 2)(4, 5, 6, 7)(8, 10, 9),

ρh(a4) = (1, 2, 3)(4, 5, 6, 7)(9, 10),

ρh(a5) = (1, 7)(2, 8)(3, 9)(4, 10)(5, 6).

(2) Easy computations.

(3) By construction, the non-residually finite complex of Example 13 embeds into X . Set w :=
a2a
−1
1 a3a

−1
4 . As in Theorem 14, we observe that 〈〈w〉〉Γ = Γ0, in particular

〈〈w〉〉Γ >
⋂

N
f.i.CΓ

N.

Since
w ∈

⋂
N

f.i.CΓ

N,

we conclude that
〈〈w〉〉Γ =

⋂
N

f.i.CΓ

N = Γ0.
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Assume now that M is a finite index normal subgroup of Γ0. Then M has finite index in Γ
and therefore

M >
⋂

L
f.i.
<Γ

L =
⋂

N
f.i.CΓ

N = Γ0,

hence M = Γ0.

(4) QZ(H1) ∩ Γ0 is a non-trivial normal subgroup of infinite index in Γ0. More precisely,

A := {(a1a
−1
2 )±2, (a−1

2 a1)±2, (a3a
−1
4 )±2, (a−1

4 a3)±2, a±4
5 } ⊂ Λ1 ∩ Γ0 < QZ(H1) ∩ Γ0,

since for each a ∈ A and b ∈ Ev we have ρh(a)(b) = b and ρv(b)(a) ∈ A, using Lemma
26(1a).

Note that for the vertical decomposition of Γ0
∼= F9 ∗F81 F9, which exists by Proposition 3

because of
Ph = 〈ρv(b2

1), ρv(b1b2), ρv(b1b4), ρv(b2
5)〉,

we have |F81\F9/F81| = 3 (> 2 since Ph is not 2-transitive by Proposition 22) and Γ0 is
therefore even SQ-universal, according to Rips’ result mentioned in Section 2.2.

Remarks. (see Appendix E.5 for much more history)

(1) Graham Higman’s group

H = 〈a, b, c, d | b−1ab = a2, c−1bc = b2, d−1cd = c2, a−1da = d2〉

introduced in [33], has no proper normal subgroup of finite index. There is another similarity
to Γ0: Using small cancellation theory, Paul Schupp proved in [63] that H is SQ-universal.
By the way, H was used to show the existence of a finitely generated infinite simple group
(take the quotient of H by a maximal normal subgroup of H), thus answering a question of
Aleksandr G. Kuroš ([40]).

(2) Meenaxi Bhattacharjee has constructed in [6] an amalgamated free product F3∗F13F3 without
non-trivial finite quotients. Note that in this group there are non-trivial elements a such
that for example a2 and a5 are conjugate (cf. Proposition 17).

(3) In [69], Wise gave a construction of a square complex, whose fundamental group has no
non-trivial finite quotients.

As usual, we give a table with the orders of some quotients of Γ (Table 11). The infinite
quotients correspond to elements in Λ1.

3.9 (8, 8)-group with non-virtually torsion-free quotient

Using an idea of Wise ([69, Section II.6]), we construct a quotient of an (8, 8)-group which is not
virtually torsion-free.

Lemma 30. (cf. [69, Easy Lemma II.6.1]) Let G be a non-residually finite group and g ∈ G an
element such that

1 6= g ∈
⋂

N
f.i.CG

N

and assume that g /∈ 〈〈gn〉〉G for some n ≥ 2 (equivalently: 〈〈gn〉〉G � 〈〈g〉〉G). Then the quotient
G/〈〈gn〉〉G is non-residually finite and not virtually torsion-free.
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∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8 9 10 11 12

w = a1 2 4 2 4 2 4 2 4 2 4 2 4
a2 2 4 2 4 2 4 2 4 2 4 2 4
a3 2 4 2 4 2 4 2 4 2 4 2 4
a4 2 4 2 4 2 4 2 4 2 4 2 4
a5 2 4 2 ∞ 2 4 2 ∞ 2 4 2 ∞
b1 2 4 2 4 2 4 2 4 2 4 2 4
b2 2 4 2 4 2 4 2 4 2 4 2 4
b3 2 4 2 4 2 4 2 4 2 4 2 4
b4 2 4 2 4 2 4 2 4 2 4 2 4
b5 2 4 2 4 2 4 2 4 2 4 2 4

Table 11: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, . . . , a5, b1, . . . , b5}, k = 1, . . . , 12, in Example 18

Proof. (cf. [69, Proof of Easy Lemma II.6.1]) Let H < G/〈〈gn〉〉G =: Q be a subgroup of finite
index (say of index k). Let ψ = φ ◦ π be the composition homomorphism

ψ : G
π−→ Q

φ−→ Sk,

where π is the canonical projection and φ is induced by left multiplication on left cosets in Q/H

(cf. proof of Lemma 10). Since kerψ C G and [G : kerψ] ≤ |Sk| = k! < ∞, we have g ∈ kerψ,
hence π(g) = g〈〈gn〉〉G ∈ kerφ < H . By assumption g /∈ 〈〈gn〉〉G, which implies g〈〈gn〉〉G 6= 1Q. We
conclude that Q is non-residually finite. H is not torsion-free, since (g〈〈gn〉〉G)n = 〈〈gn〉〉G = 1H .

Example 19.

R(4, 4) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a
−1
2 b4,

a1b
−1
4 a−1

2 b−1
4 , a1b

−1
3 a−1

2 b2, a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 ,

a3b1a
−1
4 b−1

2 , a3b2a
−1
3 b−1

1 , a3b3a
−1
4 b−1

3 , a3b4a
−1
3 b4,

a3b
−1
3 a−1

4 b2, a3b
−1
1 a−1

4 b3, a4b2a
−1
4 b−1

1 , a4b4a
−1
4 b−1

4


.

Theorem 19. Let w := a2a
−1
1 a3a

−1
4 . Then Γ/〈〈w2〉〉Γ is non-residually finite and not virtually

torsion-free. More precisely,

w〈〈w2〉〉Γ ∈
⋂

N
f.i.CΓ/〈〈w2〉〉Γ

N < Γ/〈〈w2〉〉Γ

has order 2.

Proof. The non-residually finite complex of Example 13 embeds into X and induces a π1-injection
by Proposition 5(1), in particular

w ∈
⋂

N
f.i.CΓ

N.

Note that w /∈ Λ1, since ρh(w)(b4) = b−1
4 6= b4 (see Figure 7).

However,

A := {w2, (a1a
−1
2 a4a

−1
3 )2, (a1a

−1
2 a3a

−1
4 )2, (a2a

−1
1 a4a

−1
3 )2} ⊂ Λ1,
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b4 b4 b4 b4

a4a3a1a2

a2

b4

a1 a3 a4

Figure 7: ρh(w)(b4) = b−1
4

since for each a ∈ A and b ∈ Ev we have ρh(a)(b) = b and ρv(b)(a) ∈ A. Because of w2 ∈ Λ1 and
Λ1 C Γ, we conclude that 〈〈w2〉〉Γ < Λ1 and therefore w /∈ 〈〈w2〉〉Γ. Now apply Lemma 30 to the
quotient Γ/〈〈w2〉〉Γ.

Remark. Let Γ be a (2m, 2n)-group satisfying the normal subgroup theorem (every non-trivial
normal subgroup of Γ has finite index, see Proposition 9). Then every quotient of Γ is obviously
virtually torsion-free.

3.10 Simplification ?

Recall Example 12 of Wise:

R(2, 3) :=



a1b2a
−1
1 b−1

1 , a2b2a
−1
2 b−1

1 ,

a1b3a
−1
2 b−1

3 , a1b1a
−1
2 b−1

2 ,

a2b1a
−1
1 b−1

3 , a2b3a
−1
1 b−1

2


.

Lemma 31. Let θ : Γ→ Γ, γ 7→ b3γb−1
3 be the conjugation by b3. Then Fix(θ) = 〈b3〉.

Proof. Note that Fix(θ) = {γ ∈ Γ : b3γb−1
3 = γ} is the centralizer of b3 in Γ. The statement

follows now from Proposition 8(1b).

Lemma 32. [Γ, Γ] = 〈〈a1a
−1
2 〉〉Γ and Γ/[Γ, Γ] ∼= 〈a1, b1 | a1b1 = b1a1〉 ∼= Z× Z.

Proof. [Γ, Γ] > 〈〈a1a
−1
2 〉〉Γ, since a1a

−1
2 = [a1, b

−1
3 ] ∈ [Γ, Γ].

Let N C Γ be a normal subgroup containing a1a
−1
2 (e.g. N = 〈〈a1a

−1
2 〉〉Γ). Then a1N = a2N ,

hence a1b2N = b1a1N , a1b3N = b3a1N , a1b1N = b2a1N , a1b1N = b3a1N , a1b3N = b2a1N , i.e.
b1N = b2N = b3N and a1b1N = b1a1N . In particular, Γ/N is generated by {a1N, b1N} and
abelian, therefore [Γ, Γ] < N .

Conjecture 13. Γ is not 〈b3〉-separable. More specifically, a1a
−1
2 is not separable from 〈b3〉 in

any finite quotient of Γ.

See Lemma 34 for a possible proof of Conjecture 13. As a “corollary” we would have

Conjecture 14. Γ is non-residually finite with

(a1a
−1
2 )−1 θ(a1a

−1
2 ) = [a2a

−1
1 , b3] ∈

⋂
N

f.i.CΓ

N.

“Proof”. This would directly follow from Lemma 27 using Conjecture 13 and Lemma 31.
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Conjecture 15. Take

R(4, 4) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
2 b−1

3 , a1b4a
−1
4 b4,

a1b
−1
4 a2b

−1
4 , a1b

−1
3 a−1

2 b2, a1b
−1
1 a−1

2 b3, a2b2a
−1
2 b−1

1 ,

a2b4a3b4, a3b1a3b2, a3b3a
−1
4 b−1

3 , a3b
−1
4 a−1

4 b3,

a3b
−1
3 a−1

4 b−1
2 , a3b

−1
2 a−1

4 b−1
4 , a3b

−1
1 a4b

−1
1 , a4b1a4b

−1
2


.

Then the corresponding Γ0
∼= F7 ∗F49 F7 is a finitely presented torsion-free simple group.

“Proof”. Using Conjecture 14, this would follow as in Section 3.6, because Ph = A8, Pv = A8, the
complex of Example 12 is embedded in X , and 〈〈[a2a

−1
1 , b3]〉〉Γ = Γ0.

We return to Example 12 of Wise:

R(2, 3) :=



a1b2a
−1
1 b−1

1 , a2b2a
−1
2 b−1

1 ,

a1b3a
−1
2 b−1

3 , a1b1a
−1
2 b−1

2 ,

a2b1a
−1
1 b−1

3 , a2b3a
−1
1 b−1

2


.

Lemma 33. 〈〈[a2a
−1
1 , b3]〉〉Γ = 〈〈a1a

−1
2 〉〉Γ.

Proof. We have checked it using MAGNUS ([49]). The direction 〈〈[a2a
−1
1 , b3]〉〉Γ < 〈〈a1a

−1
2 〉〉Γ is

obvious, since [a2a
−1
1 , b3] ∈ [Γ, Γ] = 〈〈a1a

−1
2 〉〉Γ (by Lemma 32).

Conjecture 16. ⋂
N

f.i.CΓ

N = [Γ, Γ].

“Partial Proof”. By Lemma 32, Lemma 33 and Conjecture 14, we have

[Γ, Γ] = 〈〈a1a
−1
2 〉〉Γ = 〈〈[a2a

−1
1 , b3]〉〉Γ <

⋂
N

f.i.CΓ

N.

How to prove Conjecture 13 ?

Lemma 34. Suppose that there is an element w ∈ Γ \ 〈b3〉 such that for each k ∈ N we have
w ∈ 〈b3〉〈〈b2k

3 〉〉Γ. Then Γ is not 〈b3〉-separable.

Proof. Let ψ : Γ → Q be a homomorphism onto a finite group Q and let k be the order of ψ(b3)
in Q. Then ψ is the composition of

Γ
ψ1−→ Γ/〈〈b2k

3 〉〉Γ
ψ2−→ Γ/〈〈bk

3〉〉Γ
ψ3−→ Q.

Hence
ψ(w) = ψ3ψ2(w〈〈b2k

3 〉〉Γ) ∈ ψ3ψ2(〈b3〉〈〈b2k
3 〉〉Γ) = ψ(〈b3〉)

and Γ is not 〈b3〉-separable.

Question 4. Is it true that a1a
−1
2 ∈ 〈b3〉〈〈b2k

3 〉〉Γ for all k ∈ N ?

Remarks. (1) 〈〈bi
3〉〉Γ 6= 〈〈b

j
3〉〉Γ, if i 6= j and i, j ∈ N, since (Γ/〈〈bi

3〉〉Γ)ab ∼= Z× Zi.

(2) a1a
−1
2 ∈ 〈〈b2k

3 〉〉Γ if and only if Γ/〈〈b2k
3 〉〉Γ is abelian. This follows from Lemma 32. Using

MAGNUS ([49]): Γ/〈〈b8
3〉〉Γ is not abelian, in other words a1a

−1
2 /∈ 〈〈b8

3〉〉Γ.

63



3.11 Project: simple and property (T)

Assumption. Let ΓD be the non-residually finite group of Theorem 13 and w := a2a
−1
1 a3a

−1
4 .

We assume in this section that ΓD embeds either in a (A2m, Pv)-group Γ such that Pv is quasi-
primitive, not 2-transitive, or in a (Ph, A2n)-group Γ such that Ph is quasi-primitive, not 2-
transitive. Moreover, we assume that [Γ : 〈〈w〉〉Γ] <∞ (the easiest case would be 〈〈w〉〉Γ = Γ0) and
that pri(〈〈w〉〉Γ) is locally quasi-primitive, i = 1, 2.

Lemma 35. Let G be a finitely generated group and N CG (N 6= G) a proper normal subgroup.
Then there is a maximal proper normal subgroup M of G containing N , i.e. N < M CG, M 6= G,
and M � M̃ CG always implies M̃ = G.

Proof. Let G = {g0, g1, . . .} be an enumeration of G. We define N0 := N and for k = 1, 2, 3, . . .

Nk :=

{
Nk−1, if 〈〈Nk−1, gk−1〉〉G = G

〈〈Nk−1, gk−1〉〉G, if 〈〈Nk−1, gk−1〉〉G 6= G

and finally
M :=

⋃
k∈N0

Nk.

Then obviously M is a normal subgroup of G containing N . Let {h1, . . . , hl} be a finite set
generating G. Assume that M = G. Then hi ∈ M , i = 1, . . . , l, hence hi ∈ Nki for some ki

and {h1, . . . , hl} ⊂ Nmax{ki}i=1,...,l . But this implies Nmax{ki}i=1,...,l = G, which contradicts the
construction, thus M 6= G. It remains to show that M is “maximal”. Let M̃ be a group such that
M � M̃ CG. Take an element g̃ ∈ M̃ \M . Then g̃ = gj for some j ∈ N0. We have gj /∈ M , in
particular gj /∈ Nj+1, hence by definition of Nj+1: 〈〈Nj , gj〉〉G = G. But M̃ CG contains Nj and
gj , therefore M̃ = G.

Remark. We do not know a reference for this well-known lemma, but Bernhard H. Neumann
showed in [54, Theorem (5)] that in a finitely generated group G every proper subgroup of G is
contained in a maximal proper subgroup of G.

Proposition 36. Let N be a non-trivial proper normal subgroup of 〈〈w〉〉Γ. Let M be a maximal
proper normal subgroup of 〈〈w〉〉Γ containing N (use Lemma 35 to guarantee the existence of M).
If pri(M) ≮ QZ(pri(〈〈w〉〉Γ)), i = 1, 2, then 〈〈w〉〉Γ/M is an infinite simple group having property
(T).

Proof. First note that
〈〈w〉〉Γ =

⋂
N

f.i.CΓ

N

and 〈〈w〉〉Γ has no proper subgroups of finite index, hence 〈〈w〉〉Γ/M is infinite. This group is simple
because of the maximality of M . To show that 〈〈w〉〉Γ/M has property (T), apply [16, Proposition
3.1], using [15, Proposition 1.2.1] and [15, Lemma 1.4.2].
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4 More examples of (2m, 2n)-complexes

This section contains a collection of various (2m, 2n)-complexes, illustrating some additional inter-
esting phenomena not discussed in Section 2 and 3. For instance, we try to examine the relation
between local properties of Γ and (ir)reducibility of Γ.

4.1 Local groups vs. irreducibility

We start with two examples which look very similar, because they have for example exactly the
same local groups Ph and Pv, but Example 20 is irreducible, whereas Example 21 is reducible.
Moreover, Example 20 exhibits some other remarkable properties.

Example 20.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a
−1
2 b−1

2 ,

a1b
−1
3 a2b2, a2b1a

−1
3 b−1

1 , a2b3a2b
−1
2 ,

a2b
−1
1 a−1

3 b1, a3b2a
−1
3 b−1

2 , a3b3a
−1
3 b−1

3


.

Theorem 20. (1) Ph = A6, Pv
∼= Z2 < S6 and Γ is irreducible.

(2) H2(xv) is a pro-2 group.

(3) Λ2 6= 1, in particular QZ(H2) 6= 1.

(4) 〈a1, a2, a3〉 ∼= pr2(〈a1, a2, a3〉) ∼= pr2(〈a1, a2, a3〉)(xv) ∼= pr2(Γ)(xv) < Aut(T2n)(xv) stabilizes
pointwise a bi-infinite geodesic in T2n = T6 through xv.

(5) Γab ∼= Z2 × Z2, in particular it is an infinite group.

Proof. (1)

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (1, 2, 5),

ρv(b3) = (2, 6, 5),

ρh(a1) = (2, 3)(4, 5),

ρh(a2) = (2, 3)(4, 5),

ρh(a3) = ().

To see that Γ is irreducible, compute |P (2)
h | = 360 · 606.

(2) This follows directly from the subsequent Proposition 37.

(3) {b2
1, b

3
2, b

3
3} ⊂ Λ2. For example b2

1 ∈ Λ2, since b2
1 commutes with each element in Eh (see

Lemma 26(1b)). Note that Λ2 is a normal subgroup of 〈b1, . . . , bn〉 of infinite index, since Γ
is irreducible. In particular, Λ2 is a non-finitely generated free normal subgroup of Γ.

(4) The map pr2 is injective because QZ(H1) = 1 by Proposition [15, Proposition 3.1.2]. This
gives the first claimed isomorphism. The two other isomorphisms are based on the identifi-
cation

〈a1, a2, a3〉 ∼= {γ ∈ Γ : pr2(γ)(xv) = xv}
proved in [16, Chapter 1]. Since ρh(a)(b1) = b1 for each a ∈ Eh, the bi-infinite geodesic
(bk

1)k∈Z through xv is fixed.
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(5) This is an easy computation.

Proposition 37. Let Γ be a (Ph, Pv)-group with |Pv| = 2. Then H2(xv) is a pro-2 group (an
infinite group if and only if Γ is irreducible).

Proof. Consider the commutative diagram, where pk is the restriction map, k ∈ N.

〈a1, . . . , am〉
ρ

(k+1)
h // //

ρ
(k)
h

$$ $$HHHHHHHHHHHHH P
(k+1)
v < Sym(E(k+1)

v )

pk
����

P
(k)
v < Sym(E(k)

v )

We want to show that P
(k)
v is a 2-group for each k ∈ N. Since |Pv| = 2 and P

(k)
v
∼= P

(k+1)
v /ker(pk),

it is enough to show that ker(pk) is a 2-group (or trivial). This follows, if any element σ ∈ ker(pk)
has order 1 or 2 in P

(k+1)
v . Given σ ∈ ker(pk), write σ = ρ

(k+1)
h (a) for an appropriate element a

in 〈a1, . . . , am〉. Let b be any element in E
(k+1)
v . Decompose b = b′ · b′′, with b′ ∈ E

(k)
v , b′′ ∈ Ev

and define ã := ρ
(|a|)
v (b′)(a) (see Figure 8). Then

a a

b′ b′

b′′

ã ã

b′

b′′

Figure 8: Illustration in the proof of Proposition 37

σ2(b) = ρ
(k+1)
h (a2)(b′ · b′′) (?)

= b′ · ρh(ã2)(b′′)
(??)
= b′ · b′′ = b,

where the equation (?) uses the commutativity of the diagram above and (??) follows from the
assumption |Pv| = 2.

The following conjecture is true at least for k ≤ 6, i.e. we have computed |P (2)
v | = 4, |P (3)

v | = 16,
|P (4)

v | = 32, |P (5)
v | = 128, |P (6)

v | = 256.

Conjecture 17. For Γ defined in Example 20 and l ∈ N

|P (k)
v | =

{
23l−1, k = 2l

23l−2, k = 2l− 1.
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The next example has seven (of nine) geometric squares in common with Example 20. The
two different geometric squares are underlined. They can be obtained from the corresponding
two geometric squares a3b2a

−1
3 b−1

2 , a3b3a
−1
3 b−1

3 in Example 20 by a single “surgery” operation
indicated in Figure 9. For a more general description of surgery techniques in square complexes,
see [16, Chapter 6.2.2].

Example 21.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a
−1
2 b−1

2 ,

a1b
−1
3 a2b2, a2b1a

−1
3 b−1

1 , a2b3a2b
−1
2 ,

a2b
−1
1 a−1

3 b1, a3b2a
−1
3 b−1

3 , a3b3a
−1
3 b−1

2


.

Theorem 21. (1) Ph = A6, Pv
∼= Z2 < S6, but Γ is reducible.

(2) In general, it is not possible to determine whether a given (2m, 2n)-group is reducible or
irreducible only by knowing the local groups Ph and Pv.

Proof. (1)

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (1, 2, 5),

ρv(b3) = (2, 6, 5),

ρh(a1) = (2, 3)(4, 5),

ρh(a2) = (2, 3)(4, 5),

ρh(a3) = (2, 3)(4, 5).

We compute |P (2)
h | = 360 = |Ph|, hence Γ is reducible by Proposition 1(2a). Observe that

|P (k)
v | = 2 for all k ∈ N.

(2) Example 20 and Example 21 have exactly the same local groups Ph and Pv, but Example
20 is irreducible, whereas Example 21 is reducible.

4.2 Another small irreducible example with QZ 6= 1

We present another example with QZ(H2) 6= 1, but in addition to Example 20, Pv will be transitive.

Example 22.

R(3, 2) :=


a1b1a

−1
1 b−1

2 , a1b2a3b
−1
1 , a1b

−1
2 a−1

3 b1,

a2b1a3b1, a2b2a2b
−1
1 , a2b

−1
2 a3b

−1
2

 .

Theorem 22. (1) Ph
∼= A6, Pv

∼= D4 < S4 is transitive.

(2) Γ is irreducible.

(3) QZ(H2) 6= 1.
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a3 a3

a3 a3

a3 a3

a3 a3

b2

b3

b2

b3

b3

b2

b2

b3

Figure 9: “Surgery” on Example 20 (on the left) to get Example 21 (on the right)

Proof. (1)

ρv(b1) = (1, 4, 2, 5, 3),

ρv(b2) = (2, 4, 6, 3, 5),

ρh(a1) = (1, 2)(3, 4),

ρh(a2) = (1, 2, 3, 4),

ρh(a3) = (1, 2, 3, 4).

(2) Γ is irreducible by Proposition 1(1a), since |P (2)
h | = 360 · 606.

(3) Using Lemma 26(1b), B := {(b1b2)3, (b2b1)3, (b1b2)−3, (b2b1)−3} ⊂ Λ2, since for each b ∈ B

and a ∈ Eh we have ρv(b)(a) = a and ρh(a)(b) ∈ B.

4.3 Reducible but |P (3)
h | < |P

(4)
h |

We construct now a reducible lattice Γ < Aut(T4)×Aut(T6), where P
(k)
h “stops late”.

Example 23.

R(2, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b2,

a1b3a1b
−1
3 , a2b1a2b

−1
2 ,

a2b2a2b
−1
3 , a2b3a2b

−1
1


.

Theorem 23. (1) Ph
∼= Z2

2 < S4, Pv
∼= Z2 ×A4 < S6.

(2) Γ is reducible, but |Ph| < |P (2)
h | < |P

(3)
h | < |P

(4)
h |.
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Proof. (1)

ρv(b1) = (2, 3),

ρv(b2) = (2, 3),

ρv(b3) = (1, 4)(2, 3),

ρh(a1) = (2, 5),

ρh(a2) = (1, 3, 2)(4, 6, 5).

(2) Γ is reducible, since |Pv| = |P (2)
v | = 24. A computation gives |P (2)

h | = 8, |P (3)
h | = 16,

|P (4)
h | = 32 (= |P (5)

h |).

4.4 Reducible but |Ph| < |P (2)
h | and |Pv| < |P (2)

v |
We give a reducible (4, 6)-complex such that |Ph| < |P (2)

h | and |Pv| < |P (2)
v |.

Example 24.

R(2, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 ,

a1b3a
−1
1 b2, a2b1a

−1
2 b−1

2 ,

a2b2a
−1
2 b1, a2b3a2b

−1
3


.

Theorem 24. (1) |Ph| < |P (2)
h | and |Pv| < |P (2)

v |.

(2) Γ is reducible.

Proof. (1) We compute |Ph| = 2, |P (2)
h | = 4, |Pv| = 24, |P (2)

v | = 48.

(2) This follows from |P (3)
v | = 48 = |P (2)

v |. Note that |P (3)
h | = |P

(4)
h | = 8.

4.5 Local transitivity vs. reducibility

The next two examples shall illustrate, that there is no obvious connection between reducibility
and local transitivity.

Example 25.

R(2, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 ,

a1b3a
−1
2 b−1

2 , a1b
−1
3 a−1

2 b2,

a2b1a
−1
2 b−1

3 , a2b2a
−1
2 b−1

1


.

Theorem 25. (1) Ph
∼= Z2

2 < S4, Pv
∼= S3 < S6, both are not transitive.
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(2)

|P (k)
h | |P (k)

v |
k = 1 4 6
k = 2 32 48
k = 3 128 192
k = 4 1024 1536
k = 5 8192 12288
k = 6 65536 98304
. . . . . . . . .

Proof. (1)

ρv(b1) = (),

ρv(b2) = (1, 2),

ρv(b3) = (3, 4),

ρh(a1) = (2, 3)(4, 5),

ρh(a2) = (1, 2, 3)(4, 6, 5).

(2) Computation.

Conjecture 18. Let Γ be as defined in Example 25. Then

(1) ρv((b1b2)2k)(wk(a)) = wk(a), where wk(a) is any reduced word in 〈a1, a2〉 of length k ∈ N.

(2) ρv((b1b2)2k)(ak+1
1 ) = ak

1a2 for k ∈ N.

It would directly follow from this conjecture that Γ is irreducible.

Remark. It is easy to construct an irreducible (Ph, Pv)-group with Ph and Pv both not being
transitive. For example embed any irreducible (2m, 2n)-complex into a (2m + 2, 2n + 2)-complex
by adding the m + n + 1 geometric tori a1bn+1a

−1
1 b−1

n+1, . . . , ambn+1a
−1
m b−1

n+1, am+1b1a
−1
m+1b

−1
1 ,

. . . , am+1bna−1
m+1b

−1
n , am+1bn+1a

−1
m+1b

−1
n+1 and apply Proposition 5(3). See Example 27 for an

explicit realization of this idea.

Conversely, we have the following example:

Example 26.

R(2, 2) :=


a1b1a

−1
2 b1, a1b2a

−1
2 b2,

a1b
−1
2 a1b

−1
1 , a2b1a2b2

 .

Theorem 26. Ph and Pv are transitive, but Γ is reducible.

Proof.

ρv(b1) = (1, 4, 3, 2),

ρv(b2) = (1, 4, 3, 2),

ρh(a1) = (1, 3, 2, 4),

ρh(a2) = (1, 4, 2, 3).

Γ is reducible, since |P (2)
h | = |Ph| = 4.
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Question 5. Is there a reducible (Ph, Pv)-group Γ with Ph transitive and Pv 2-transitive?

Question 6. Is there a reducible (Ph, Pv)-group Γ with Ph transitive and Pv primitive?

Question 7. Is there a reducible (Ph, Pv)-group Γ with Ph transitive and Pv quasi-primitive?

4.6 Irreducible but Λ1 6= 1, Λ2 6= 1

It follows from [16, Proposition 1.2] that any reducible (2m, 2n)-complex satisfies Λ1 6= 1 and
Λ2 6= 1. Embedding the irreducible complex of Example 22, we construct now an irreducible
(8, 6)-complex such that Λ1 6= 1 6= Λ2.

Example 27.

R(4, 3) :=



a1b1a
−1
1 b−1

2 , a1b2a3b
−1
1 , a1b3a

−1
1 b−1

3 , a1b
−1
2 a−1

3 b1,

a2b1a3b1, a2b2a2b
−1
1 , a2b3a

−1
2 b−1

3 , a2b
−1
2 a3b

−1
2 ,

a3b3a
−1
3 b−1

3 , a4b1a
−1
4 b−1

1 , a4b2a
−1
4 b−1

2 , a4b3a
−1
4 b−1

3


.

Theorem 27. (1) Ph, Pv are not transitive.

(2) Γ is irreducible.

(3) Λ1 6= 1 6= Λ2.

Proof. (1)

ρv(b1) = (1, 6, 2, 7, 3),

ρv(b2) = (2, 6, 8, 3, 7),

ρv(b3) = (),

ρh(a1) = (1, 2)(5, 6),

ρh(a2) = (1, 2, 5, 6),

ρh(a3) = (1, 2, 5, 6),

ρh(a4) = ().

(2) The irreducible complex of Example 22 is embedded in X , indicated by the six underlined
relators. Now apply Proposition 5(3).

(3) a4 ∈ Λ1, b3 ∈ Λ2, applying Lemma 26(1b).

4.7 Local groups and transitivity

Examples 28 and 29 have pairwise isomorphic local permutation groups Ph and Pv, but on both
sides different transitivity properties. The reason for this is that they are isomorphic but not
permutation isomorphic.

Example 28.

R(2, 3) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b−1

3 ,

a1b3a
−1
2 b−1

1 , a1b
−1
3 a−1

2 b1,

a1b
−1
2 a−1

2 b3, a2b1a
−1
2 b2


.
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Theorem 28. Ph
∼= Z2

2 < S4 is not transitive, Pv
∼= Z2 ×A4 < S6 is transitive.

Proof.

ρv(b1) = (1, 2),

ρv(b2) = (3, 4),

ρv(b3) = (1, 2)(3, 4),

ρh(a1) = (1, 3, 2)(4, 5, 6),

ρh(a2) = (1, 3, 2, 6, 4, 5).

Example 29.

R(2, 3) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
2 b2,

a1b3a2b3, a1b
−1
3 a2b

−1
3 ,

a1b
−1
2 a−1

2 b−1
1 , a1b

−1
1 a−1

2 b1


.

Theorem 29. Ph
∼= Z2

2 < S4 is transitive, Pv
∼= Z2 ×A4 < S6 is not transitive.

Proof.

ρv(b1) = (1, 2)(3, 4),

ρv(b2) = (1, 2)(3, 4),

ρv(b3) = (1, 3)(2, 4),

ρh(a1) = (1, 5, 2)(3, 4),

ρh(a2) = (2, 5, 6)(3, 4).

4.8 Irreducibility and finite abelianization

A naive conjecture could be: Γ is irreducible if and only if Γab is finite. In Theorem 20 we
have seen that one direction of this conjecture is false, i.e. there is an irreducible Γ with infinite
abelianization Γab. The other direction is false by the following example:

Example 30.

R(2, 2) :=


a1b1a

−1
1 b1, a1b2a1b

−1
2 ,

a2b1a2b
−1
1 , a2b2a

−1
2 b2

 .

Theorem 30. Γ is reducible, but Γab is finite.

Proof. |Ph| = |P (2)
h | = 4 shows that Γ is reducible. A simple computation gives Γab ∼= Z4

2 of order
16.

Remark. If we add to the non-residually finite (4, 12)-complex of Example 8 the two geometric
tori a1b7a

−1
1 b−1

7 , a2b7a
−1
2 b−1

7 , we even get a non-residually finite (4, 14)-group Γ with infinite
abelianization Γab. Also Example 13 has this property.

Question 8. Is there a (2m, 2n)-group Γ such that Ph, Pv are transitive and Γab is infinite?
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4.9 Applying a criterion for irreducibility and non-linearity from [16]

We give here examples of small irreducible non-linear (2m, 2n)-groups Γ, where both Ph and Pv

are not alternating groups, applying results from [16].

Definition. Let xh be any vertex in T2m and

P
(2)
h
∼= H1(xh)/H1(S(xh, 2)) < Sym(S(xh, 2))

as introduced in Section 1. Let yh be any neighbouring vertex of xh. Then we define (see [16,
Chapter 1])

Kh = Stab
P

(2)
h

(S(xh, 1) ∪ S(yh, 1)).

In our applications, this definition is independent of the choice of yh. See Appendix D.4 for the
GAP-program ([28]) computing Kh for m = 3. Analogously, one defines the group Kv < P

(2)
v .

The following result is taken from [16]:

Proposition 38. ([16, Proposition 1.3, Theorem 1.4]) Let Γ be a (2m, 2n)-group such that Ph

and Pv are primitive permutation groups. If either Kh or Kv is not a p-group, then Γ is irreducible
and not linear over any field.

Remark. There is no (4, 4)-group satisfying the assumptions of Proposition 38.

Remark. If m ≥ 3 and Γ is an irreducible (A2m, Pv)-group, i.e.∣∣∣P (2)
h

∣∣∣ = |A2m|
(
|A2m|
2m

)2m

by Proposition 1(1a), then Kh is not a p-group. More precisely

|Kh| = |A2m−1|2m−1 .

We apply now Proposition 38 to a (4, 6)-group which is moreover a candidate for having a
simple subgroup of index 4.

Example 31.

R(2, 3) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b−1

1 ,

a1b3a
−1
2 b1, a1b

−1
3 a2b3,

a1b
−1
2 a−1

2 b−1
3 , a2b1a

−1
2 b2


.

Theorem 31. (1) Ph
∼= PGL2(3) ∼= S4, Pv = S6.

(2) |Kv| = 12441600000 = 214 · 35 · 55.

(3) Γ is irreducible and not linear over any field.

(4) [Γ, Γ] = Γ0 and Γ0 is perfect.

(5) ZΓ(b3) = NΓ(〈b3〉) = 〈b3〉.

(6) Aut(X) ∼= Z2.
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Proof. (1)

ρv(b1) = (1, 2),

ρv(b2) = (3, 4),

ρv(b3) = (1, 2, 4, 3),

ρh(a1) = (1, 2)(3, 5, 6),

ρh(a2) = (1, 4, 2, 6, 5).

(2) GAP ([28]).

(3) By Proposition 38.

(4) GAP ([28]).

(5) This follows from Proposition 8.

(6) GAP ([28]). Aut(X) is generated by

(a1, a2, b1, b2, b3) 7→ (a−1
1 , a−1

2 , b2, b1, b3).

Conjecture 19. Γ is non-residually finite such that⋂
N

f.i.CΓ

N = Γ0.

Question 9. Is Γ0 simple?

Example 32.

R(2, 3) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
1 b−1

3 ,

a1b3a
−1
2 b1, a1b

−1
3 a2b

−1
1 ,

a2b1a2b
−1
2 , a2b2a2b3


.

Theorem 32. (1) Ph
∼= PGL2(3) ∼= S4, Pv

∼= PGL2(5) < S6.

(2) |Kv| = 50000 = 24 · 55.

(3) Γ is irreducible and not linear over any field.

(4) [Γ, Γ] = Γ0, Γab
0
∼= Z2, Γ/[Γ0, Γ0] ∼= D4 and [Γ0, Γ0] is perfect.

(5) ZΓ(ai) = NΓ(〈ai〉) = 〈ai〉, if ai ∈ {a1, a2}.

(6) Aut(X) ∼= Z2.

Proof. (1)

ρv(b1) = (1, 3, 2),

ρv(b2) = (2, 3),

ρv(b3) = (2, 4, 3),

ρh(a1) = (1, 4, 5, 6, 3, 2),

ρh(a2) = (1, 4, 2)(3, 6, 5).
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(2) GAP ([28]).

(3) By Proposition 38.

(4) GAP ([28]).

(5) This follows from Proposition 8.

(6) GAP ([28]). Aut(X) is generated by

(a1, a2, b1, b2, b3) 7→ (a1, a
−1
2 , b−1

1 , b−1
2 , b−1

3 ).

Conjecture 20. Γ is non-residually finite such that⋂
N

f.i.CΓ

N = [Γ0, Γ0].

Question 10. Is [Γ0, Γ0] simple?

Example 33.

R(3, 3) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b−1

3 , a1b3a
−1
2 b1

a1b
−1
3 a−1

3 b3, a1b
−1
2 a−1

2 b−1
1 , a2b1a

−1
2 b−1

2

a2b3a
−1
3 b−1

3 , a3b1a3b2, a3b
−1
2 a3b

−1
1


.

Theorem 33. (1) Ph
∼= PSL2(5) < S6, Pv

∼= PSL2(5) < S6.

(2) |Kv| = 100000 = 25 · 55.

(3) Γ is irreducible and not linear over any field.

(4) [Γ, Γ] = Γ0 and Γ0 is perfect.

(5) ZΓ(b3) = NΓ(〈b3〉) = 〈b3〉.

(6) Aut(X) ∼= Z2
2.

Proof. (1)

ρv(b1) = (1, 2)(3, 4),

ρv(b2) = (3, 4)(5, 6),

ρv(b3) = (1, 2, 3)(4, 6, 5),

ρh(a1) = (1, 5, 6, 3, 2),

ρh(a2) = (1, 4, 5, 6, 2),

ρh(a3) = (1, 5)(2, 6).

(2) GAP ([28]).

(3) By Proposition 38.

(4) GAP ([28]).
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(5) This follows from Proposition 8.

(6) GAP ([28]). Aut(X) is generated by the two automorphisms

(a1, a2, a3, b1, b2, b3) 7→ (a2, a1, a3, b
−1
1 , b−1

2 , b−1
3 ),

(a1, a2, a3, b1, b2, b3) 7→ (a−1
2 , a−1

1 , a−1
3 , b2, b1, b

−1
3 ).

Conjecture 21. Γ is non-residually finite such that⋂
N

f.i.CΓ

N = Γ0.

Question 11. Is Γ0 simple?

4.10 Two very small (irreducible?) examples

Finally, we give two interesting small examples whose properties are not known very well so far.

Example 34.

R(2, 2) :=


a1b1a

−1
1 b−1

2 , a1b2a
−1
2 b1,

a2b1a2b2, a1b
−1
2 a2b

−1
1

 .

Theorem 34. (1) Ph = A4, Pv
∼= D4, the dihedral group of order 8.

(2) QZ(H2) 6= 1.

(3) Γab ∼= Z2
2 × Z3, [Γ, Γ]ab ∼= Z× Z2

5, Γab
0
∼= Z× Z3.

(4) Γ has a quotient Z2 ∗ Z2.

(5)
[Γ :

⋂
N

f.i.CΓ

N ] =∞.

(6) Γ has finite quotients PGL2(7), PGL2(11), PGL2(13), PGL2(17), PSL2(19), PSL2(23),
PSL2(29), PSL2(43), PSL2(47), PSL2(53).

Proof. (1) ρv(b1) = (1, 3, 2), ρv(b2) = (2, 4, 3), ρh(a1) = (1, 3, 4, 2), ρh(a2) = (1, 3)(2, 4).

(2) B := {b3
1, b

3
2, b
−3
2 , b−3

1 } ⊂ Λ2, since for each b ∈ B and a ∈ Eh we have ρv(b)(a) = a and
ρh(a)(b) ∈ B.

(3) This is an easy computation. Note that a method for trying to show that a group is infinite,
is to find a (finite index) subgroup with infinite abelianization.

(4) For example Γ/〈〈a2
2〉〉Γ ∼= Z2 ∗ Z2, since

〈a1, a2, b1, b2 | a1b1a
−1
1 b−1

2 , a1b2a
−1
2 b1, a2b1a2b2, a1b

−1
2 a2b

−1
1 , a2

2〉 =

〈a1, a2, b1, b2 | b2 = a1b1a
−1
1 , a1 = b−1

1 a2b
−1
2 = a2, a1b

−1
2 a2b

−1
1 , a2

2〉 =

〈a1, b1 | a2
1b1a

−2
1 b1, a1b1a

2
1b1a

−1
1 , a2

1b
−2
1 , a2

1〉 =

〈a1, b1 | a2
1, b

2
1〉 ∼= Z2 ∗ Z2.
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(5) |Γ/〈〈a2
2, [a1, b1]m〉〉Γ| = 4m, since

〈[a1, b1]m〉
m
C 〈[a1, b1]〉

4
C 〈a1, b1 | a2

1, b
2
1〉 = Γ/〈〈a2

2〉〉Γ.

(6) quotpic ([59])

Conjecture 22. (1) Γ is irreducible. We have computed

|P (k)
h | |P (k)

v |
k = 1 12 8
k = 2 324 32
k = 3 8748 128
k = 4 236196 1024
k = 5 6377292 8192
k = 6 172186884 65536
k = 7 4649045868 524288
. . . . . . . . .

(2) Γ is residually finite.

(3) QZ(H1) = 1.

See Table 12 for the orders of some quotients of Γ. The infinite quotients in this table which
do not correspond to elements in Λ2, are recognized by MAGNUS ([49]).

∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8 9 10

w = a1 6 ∞ 6 ∞ 750 ∞ 146160 ∞ 2147040 ∞
a2 2 ∞ 150 ∞ 2 ∞ 158928 ∞ 1026000 ∞
b1 2 ∞ ∞(QZ) ∞ 2 ∞(QZ) 2 ∞ ∞(QZ) ∞
b2 2 ∞ ∞(QZ) ∞ 2 ∞(QZ) 2 ∞ ∞(QZ) ∞

Table 12: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, b1, b2}, k = 1, . . . , 10, in Example 34

Example 35.

R(2, 2) :=


a1b1a

−1
2 b1, a1b2a2b2,

a2b1a2b
−1
2 , a1b

−1
1 a1b

−1
2

 .

Theorem 35. (1) Ph = S4, Pv = S4.

(2) Γab ∼= Z2
2 × Z2

3, [Γ, Γ]ab ∼= Z4
3 × Z4, Γab

0
∼= Z2

3 × Z4.

(3) Γ has finite quotients PGL2(9), PSL2(27).

Proof. (1) ρv(b1) = (1, 4, 3, 2), ρv(b2) = (1, 4, 2, 3), ρh(a1) = (1, 3, 2, 4), ρh(a2) = (1, 4, 3, 2).

(2) Easy computation.

(3) quotpic ([59])
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Conjecture 23. (1) Γ is irreducible. We have computed

|P (k)
h | |P (k)

v |
k = 1 24 24
k = 2 648 648
k = 3 17496 17496
k = 4 472392 472392
k = 5 12754584 12754584
k = 6 344373768 344373768
k = 7 9298091736 9298091736
. . . . . . . . .

(2) Γ is residually finite.

(3) QZ(H1) = QZ(H2) = 1.

(4)
[Γ :

⋂
N

f.i.CΓ

N ] =∞.

(5) Any non-trivial normal subgroup of Γ has finite index.

See Table 13 for the orders of some quotients of Γ.∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6 7 8

w = a1 6 24 162 48 4320 17496 117936 17280
w = a2 6 24 162 48 4320 17496 117936 17280
w = b1 6 24 162 48 4320 17496 117936 17280
w = b2 6 24 162 48 4320 17496 117936 17280

Table 13: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, b1, b2}, k = 1, . . . , 8, in Example 35

4.11 Maximal P
(2)
h , P

(2)
v

Example 36.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

2 , a1b3a
−1
2 b−1

3 ,

a1b
−1
3 a−1

3 b3, a2b1a
−1
2 b−1

2 , a2b2a
−1
3 b1,

a2b3a3b
−1
1 , a2b

−1
2 a3b

−1
3 , a3b1a3b2


.

Theorem 36. (1) Ph = S6, Pv = S6,
∣∣∣P (2)

h

∣∣∣ =
∣∣∣P (2)

v

∣∣∣ = 720 · 1206.

(2)
∣∣∣P (3)

h

∣∣∣ and
∣∣∣P (3)

v

∣∣∣ are not maximal, i.e. smaller than the corresponding groups of the local
action of Aut(T6) on T6.

Proof. (1) We have computed it with GAP ([28]), using the programs of Appendix D.4.

(2)
∣∣∣P (3)

h

∣∣∣ =
∣∣∣P (3)

v

∣∣∣ = 720 · 1206 · 12030/64 again using GAP ([28]).
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4.12 Local groups of Γ0

Our definition of P
(k)
h , P

(k)
v for (2m, 2n)-complexes fits in the definition of local groups for more

general square complexes given in [16, Chapter 1]. In this more general context, local groups are
defined for each vertex of the complex. The next three examples have the same Ph, Pv, P

(2)
h , P

(2)
v ,

but different local groups for X0, denoted by Ph(X0), Pv(X0). These groups do not depend on
the four vertices of X0 in the following examples.

Example 37.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
2 b2,

a1b
−1
3 a−1

3 b−1
2 , a1b

−1
2 a−1

3 b3, a2b1a3b1,

a2b2a2b
−1
1 , a2b3a

−1
3 b−1

3 , a3b
−1
2 a3b

−1
1


.

Theorem 37. (1) Ph
∼= Pv

∼= PGL2(5) and |P (2)
h | = |P

(2)
v | = 15000.

(2) Ph(X0) ∼= PGL2(5), Pv(X0) ∼= PGL2(5).

Proof. GAP

Example 38.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
3 b2,

a1b
−1
3 a3b

−1
2 , a1b

−1
2 a2b3, a2b1a

−1
3 b−1

1 ,

a2b2a3b1, a2b
−1
3 a−1

3 b−1
3 , a2b

−1
1 a3b2


.

Theorem 38. (1) Ph
∼= Pv

∼= PGL2(5) and |P (2)
h | = |P

(2)
v | = 15000.

(2) Ph(X0) ∼= PSL2(5), Pv(X0) ∼= PGL2(5).

Proof. GAP

Example 39.

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
3 b2,

a1b
−1
3 a3b

−1
2 , a1b

−1
2 a2b3, a2b1a

−1
3 b−1

3 ,

a2b2a3b1, a2b
−1
3 a−1

3 b−1
1 , a2b

−1
1 a3b2


.

Theorem 39. (1) Ph
∼= Pv

∼= PGL2(5) and |P (2)
h | = |P

(2)
v | = 15000.

(2) Ph(X0) ∼= PSL2(5), Pv(X0) ∼= PSL2(5).

Proof. GAP
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5 Quaternion lattices in PGL2(Qp)× PGL2(Ql)

5.1 Some notations and preliminaries

We first define quaternions over a ring (see e.g. [22, Chapter 2.4]).

Definition. Let R be a commutative ring with unit. Then the Hamilton quaternion algebra over
R, denoted by H(R), is the associative unital algebra defined as follows:

• H(R) = {x = x0 + x1i + x2j + x3k | x0, x1, x2, x3 ∈ R} is the free R-module with basis 1, i,
j, k.

• 1 = 1 + 0i + 0j + 0k is the multiplicative unit.

• i2 = j2 = k2 = −1.

• ij = −ji = k, jk = −kj = i, ki = −ik = j.

This gives the multiplication rule

(x0 + x1i + x2j + x3k)(y0 + y1i + y2j + y3k) = x0y0 − x1y1 − x2y2 − x3y3

+ (x0y1 + x1y0 + x2y3 − x3y2)i

+ (x0y2 − x1y3 + x2y0 + x3y1)j

+ (x0y3 + x1y2 − x2y1 + x3y0)k.

For a quaternion x = x0 + x1i + x2j + x3k ∈ H(R), let x̄ := x0 − x1i− x2j − x3k be its conjugate,
|x|2 := xx̄ = x̄x = x2

0 + x2
1 + x2

2 + x2
3 its norm, and Re(x) := x0 its “R-part”. Note that

|xy|2 = |x|2|y|2. We divide quaternions x ∈ H(Z) with odd norm |x|2 into eight classes (and say
that these quaternions have type o0, o1, o2, o3, e0, e1, e2 or e3) according to Table 14. We say

x x0 x1 x2 x3

type o0 odd even even even
o1 even odd even even
o2 even even odd even
o3 even even even odd
e0 even odd odd odd
e1 odd even odd odd
e2 odd odd even odd
e3 odd odd odd even

Table 14: Types of integer quaternions x with odd norm |x|2.

that x has type o if it has type o0, o1, o2 or o3. Note that x has type o if and only if |x|2 ≡ 1
(mod 4).

If R is a ring with unit (denoted by 1), let U(R) be the group of (left and right) invertible
elements in R, i.e. elements x ∈ R such that there are y1, y2 ∈ R satisfying y1x = xy2 = 1. Note
that then y1 = y2. This element is uniquely determined by x ∈ U(R) and is usually written as
x−1.

Lemma 39. Let R be a commutative ring with unit. Then

U(H(R)) = {x ∈ H(R) : |x|2 ∈ U(R)}.
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Proof. “⊇” Take x−1 = (|x|2)−1x̄.
“⊆” Let x ∈ U(H(R)) and y := x−1, then 1 = |xy|2 = |x|2|y|2 = |y|2|x|2, i.e. |x|2 ∈ U(R).

Lemma 40. Let R be a subring (with unit) of C, then

(1) {x ∈ H(R) : xy = yx, ∀y ∈ H(R)} = {x ∈ H(R) : x = x̄} = {x ∈ H(R) : x = Re(x)}.

(2) ZU(H(R)) = {x ∈ U(H(R)) : x = Re(x)} = U(H(R)) ∩ ZU(H(C)).

Proof. (1) We prove the first equality, the second one is obvious. Let x = x0 +x1i+x2j +x3k ∈
H(R). If x = Re(x) (i.e. x1 = x2 = x3 = 0), then clearly xy = yx for all y ∈ H(R). For the
other direction, suppose that xy = yx for all y ∈ H(R). Taking y = i, the condition xi = ix

is equivalent to
−x1 + x0i + x3j − x2k = −x1 + x0i− x3j + x2k

and it follows x2 = x3 = 0. Taking y = j, we conclude in the same way x1 = x3 = 0, thus
x = x0.

(2) We can use the same proof as in (1), since i(−i) = j(−j) = 1, i.e. i, j ∈ U(H(R)).

Remark. The case R = Z2 is different:

ZU(H(Z2)) = U(H(Z2)) 6= {x ∈ U(H(Z2)) : x = Re(x)} = {1}.

Lemma 41. Let R be a commutative ring with unit. Let x = x0 +x1i+x2j +x3k, y = y0 + y1i+
y2j + y3k, z = z0 + z1i + z2j + z3k ∈ H(R). Then

(1) xy = yx if and only if 2(x2y3 − x3y2) = 0 and 2(x3y1 − x1y3) = 0 and 2(x1y2 − x2y1) = 0.

(2) xy = −yx if and only if 2(x0y0 − x1y1 − x2y2 − x3y3) = 0 and 2(x0y1 + x1y0) = 0 and
2(x0y2 + x2y0) = 0 and 2(x0y3 + x3y0) = 0.

(3) Suppose that R is a subring of R with unit, x0 6= 0 and xy = −yx. Then y = 0.

(4) Let R be a subring of R with unit, x 6= x0, xy = yx and xz = zx. Then yz = zy, in
particular U(H(R)) is commutative transitive on non-central elements.

Proof. (1) and (2) are elementary computations using the multiplication rule for quaternions.

(3) Using (2), we have x0y0 − x1y1 − x2y2 − x3y3 = 0 and

y1 =
−x1y0

x0
, y2 =

−x2y0

x0
, y3 =

−x3y0

x0
.

It follows

x0y0 +
x2

1y0

x0
+

x2
2y0

x0
+

x2
3y0

x0
= 0,

i.e. y0|x|2 = 0. Since |x|2 ≥ x2
0 > 0, we conclude y0 = 0 which implies y1 = 0, y2 = 0 and

y3 = 0, i.e. y = 0.

(4) By (1), we have to prove y2z3 = y3z2, y3z1 = y1z3 and y1z2 = y2z1. We only prove
here y1z2 = y2z1, the other two computations are completely analogous: If x2 = 0, then
x1y2 = x2y1 = 0 and x3y2 = x2y3 = 0. This implies y2 = 0 (otherwise x1 = x3 = 0 and
x = x0). Moreover, we have x1z2 = x2z1 = 0 and x3z2 = x2z3 = 0, which implies z2 = 0.
So, we conclude that y1z2 = 0 = y2z1. Assume now that x2 6= 0, then y1z2 = x1

x2
y2z2 = y2z1,

using x2y1 = x1y2 and x2z1 = x1z2.
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Throughout this chapter, let p and l be two distinct odd primes. Then

Z[1/p, 1/l] := {0} ∪ {tprls : r, s, t ∈ Z; t 6= 0; t, p and t, l are relatively prime}

is a subring of Q, containing Z.
Let

(
p
l

)
be the Legendre symbol. This means that

(
p
l

)
:= 1, if p is a quadratic residue modulo

l, i.e. if the equation x2 ≡ p (mod l) has an integer solution, and
(

p
l

)
:= −1, otherwise. See Table

15 for some examples. The definition of the Legendre symbol can be generalized to non-prime
numbers, but we do not need it here.

Let K be a field, K× = K \ {0} = U(K) the group of invertible elements and GL2(K) the
group of invertible (2× 2)-matrices with coefficients in K. We denote by PGL2(K) the quotient
group

PGL2(K) = GL2(K)/{
(

λ 0
0 λ

)
: λ ∈ K×} = GL2(K)/ZGL2(K).

If A is a matrix in GL2(K), we write

[A] := A{
(

λ 0
0 λ

)
: λ ∈ K×} ∈ PGL2(K)

for the image of A under the quotient map GL2(K)→ PGL2(K).
We denote by SL2(K) the kernel of the determinant map det : GL2(K)→ K× and by PSL2(K)

the quotient group

PSL2(K) = SL2(K)/{
(

ε 0
0 ε

)
: ε = ±1} = SL2(K)/ZSL2(K).

PSL2(K) can be seen as a subgroup of PGL2(K) via the injective homomorphism

PSL2(K)→ PGL2(K)

A{
(

ε 0
0 ε

)
: ε = ±1} 7→ [A],

where A ∈ SL2(K).
For q prime, we write GL2(q), PGL2(q), SL2(q), PSL2(q) instead of GL2(Zq), PGL2(Zq),

SL2(Zq), PSL2(Zq). We want to emphasize that Zq stands for the finite ring (field) Z/qZ (as in
all other chapters) and not for the q-adic integers.

Lemma 42. Let K be a field and B ∈ GL2(K). Then [B] ∈ PSL2(K) < PGL2(K) if and only if
detB ∈ (K×)2 := {k2 : k ∈ K×}.

Proof. Note that [B] ∈ PSL2(K) if and only if there is a matrix A ∈ SL2(K) such that [A] = [B] ∈
PGL2(K), i.e. if and only if there is a matrix A ∈ SL2(K) and an element λ ∈ K× such that

B−1A =
(

λ 0
0 λ

)
.

To prove the statement of the Lemma, we first assume that [B] ∈ PSL2(K). Then (with A and λ

as above)
detB = detA · λ−2 = λ−2 ∈ (K×)2.

To show the other direction, assume that detB = k2 for some k ∈ K×. If we choose

A := B

(
k−1 0
0 k−1

)
,
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then A ∈ SL2(K), since detA = k2 · k−2 = 1, and we have

B−1A =
(

k−1 0
0 k−1

)
.

Lemma 43. Let p, l be two distinct odd primes. Then p + lZ ∈ (Z×l )2 if and only if
(

p
l

)
= 1.

Proof.

p + lZ ∈ (Z×l )2 ⇔ ∃x + lZ ∈ Z×l such that (x + lZ)2 = p + lZ
⇔ ∃x ∈ {1, . . . , l− 1} such that x2 + lZ = p + lZ
⇔ ∃x ∈ {1, . . . , l− 1} such that x2 ≡ p (mod l)

⇔ ∃x ∈ Z such that x2 ≡ p (mod l)

⇔
(p

l

)
= 1.

The next lemma gives some old results which are well-known in number theory.

Lemma 44. Let p be an odd prime and s an odd natural number.

(1) (Fermat, Euler) p is a sum of 2 squares if and only if p ≡ 1 (mod 4).

(2) (Gauss) Assume that p ≡ 3 (mod 4). Then p is a sum of 3 squares if and only if p ≡ 3
(mod 8). More generally, s is a sum of 3 squares if and only if s is not ≡ 7 (mod 8).

(3) (Jacobi) p has exactly 8(p + 1) representations as a sum of 4 squares p = x2
0 + x2

1 + x2
2 + x2

3;
x0, x1, x2, x3 ∈ Z. For each such representation, three integers in {x0, x1, x2, x3} are even,
if p ≡ 1 (mod 4), and three integers are odd, if p ≡ 3 (mod 4). It follows that

|{x ∈ H(Z) : |x|2 = p ≡ 1 (mod 4), x has type o}| = 8(p + 1),

|{x ∈ H(Z) : |x|2 = p ≡ 1 (mod 4), x has type o0}| = 2(p + 1)

and
|{x ∈ H(Z) : |x|2 = p ≡ 1 (mod 4), x has type o0, Re(x) > 0}| = p + 1.

Let p be an odd prime. The following lemma applies for example to the finite field Zp, the
field of p-adic numbers Qp and algebraically closed fields like C, but not to Z2 and subfields of R.

Lemma 45. (see [22, Propostion 2.4.2]) Let K be a field, not of characteristic 2, and assume that
there exist c, d ∈ K such that c2 + d2 + 1 = 0. Then H(K) is isomorphic to the algebra M2(K) of
(2× 2)-matrices over K. An isomorphism of algebras is given by

H(K)→M2(K)

x0 + x1i + x2j + x3k 7→
(

x0 + x1c + x3d −x1d + x2 + x3c

−x1d− x2 + x3c x0 − x1c− x3d

)
.

In particular, if c2 +1 = 0 in K (i.e. if we can choose d = 0), then the isomorphism above is given
by

H(K)→M2(K)

x0 + x1i + x2j + x3k 7→
(

x0 + x1c x2 + x3c

−x2 + x3c x0 − x1c

)
.
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Note that

det
(

x0 + x1c + x3d −x1d + x2 + x3c

−x1d− x2 + x3c x0 − x1c− x3d

)
= x2

0 − x2
1(c

2 + d2) + x2
2 − x2

3(c
2 + d2) = |x|2.

(
p
l

)
l = 3 5 7 11 13 17 19 23 29 31 37 41 43 47

p = 3 −1 −1 1 1 −1 −1 1 −1 −1 1 −1 −1 1
5 −1 −1 1 −1 −1 1 −1 1 1 −1 1 −1 −1
7 1 −1 −1 −1 −1 1 −1 1 1 1 −1 −1 1

11 −1 1 1 −1 −1 1 −1 −1 −1 1 −1 1 −1
13 1 −1 −1 −1 1 −1 1 1 −1 −1 −1 1 −1
17 −1 −1 −1 −1 1 1 −1 −1 −1 −1 −1 1 1
19 1 1 −1 −1 −1 1 −1 −1 1 −1 −1 −1 −1
23 −1 −1 1 1 1 −1 1 1 −1 −1 1 1 −1
29 −1 1 1 −1 1 −1 −1 1 −1 −1 −1 −1 −1
31 1 1 −1 1 −1 −1 −1 1 −1 −1 1 1 −1
37 1 −1 1 1 −1 −1 −1 −1 −1 −1 1 −1 1
41 −1 1 −1 −1 −1 −1 −1 1 −1 1 1 1 −1
43 1 −1 1 −1 1 1 1 −1 −1 −1 −1 1 −1
47 −1 −1 −1 1 −1 1 1 1 −1 1 1 −1 1

Table 15: Legendre symbol
(

p
l

)
for small distinct odd primes p, l.

5.2 p, l ≡ 1 (mod 4)

The following construction of the group Γp,l is taken from [53], see also [52], [16] and [39]. Let
p, l ≡ 1 (mod 4) be two distinct primes. We define the map

ψ : H(Z)→ PGL2(Qp)× PGL2(Ql)

x = x0 + x1i + x2j + x3k 7→
([(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)]
,

[(
x0 + x1il x2 + x3il
−x2 + x3il x0 − x1il

)])
,

where ip ∈ Qp, il ∈ Ql satisfy i2p + 1 = 0, i2l + 1 = 0. The assumption p, l ≡ 1 (mod 4) guarantees
the existence of such ip, il. Note that ψ is not injective, but (for x, y ∈ H(Z)) we have ψ(x) = ψ(y)
if and only if y = λx for some λ ∈ Q×. Moreover,(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)(
y0 + y1ip y2 + y3ip
−y2 + y3ip y0 − y1ip

)
=
(

z0 + z1ip z2 + z3ip
−z2 + z3ip z0 − z1ip

)
,

where z0, z1, z2, z3 are determined by

z0 + z1i + z2j + z3k = (x0 + x1i + x2j + x3k)(y0 + y1i + y2j + y3k),

in particular ψ(xy) = ψ(x)ψ(y) and

ker(ψ) := {x ∈ H(Z) : ψ(x) =
([(

1 0
0 1

)]
,

[(
1 0
0 1

)])
}

= {x ∈ H(Z) \ {0} : x = Re(x)} = H(Z) ∩ ZU(H(Q)).
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Finally, let

Γp,l := {ψ(x) | x ∈ H(Z) has type o0, |x|2 = prls; r, s ∈ N0}
= {ψ(x) | x ∈ H(Z) has type o0, Re(x) > 0, |x|2 = prls; r, s ∈ N0}.

Then Γp,l < PGL2(Qp)×PGL2(Ql) < Aut(Tp+1)×Aut(Tl+1) is a (p+1, l+1)-group. For a proof,
see [53, Section 3], and cf. Corollary 47. See [66] or [43, Chapter 5.3] for the description of the tree
(Bruhat-Tits building) Tp+1 corresponding to PGL2(Qp) and its action on Tp+1. We can identify
the set of standard generators (and their inverses) of the (p + 1, l + 1)-group

Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉

as follows:

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type o0, Re(x) > 0, |x|2 = p} ⊂ Γp,l

and
{b1, . . . , b l+1

2
}±1 = {ψ(x) | x ∈ H(Z) has type o0, Re(x) > 0, |x|2 = l} ⊂ Γp,l,

where we have
(ψ(x0 + x1i + x2j + x3k))−1 = ψ(x0 − x1i− x2j − x3k),

i.e. ψ(x)−1 = ψ(x̄). In particular, we have by Corollary 7(1) two non-abelian free subgroups in
Γp,l:

F p+1
2

∼= 〈a1, . . . , a p+1
2
〉 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = pr, r ∈ N0} < Γp,l

and
F l+1

2

∼= 〈b1, . . . , b l+1
2
〉 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = ls, s ∈ N0} < Γp,l.

We can see PSL2(Qp) as a subgroup of PGL2(Qp) of index 4 = |Q×p /(Q×p )2|. With the iden-
tification from above, we have {a1, . . . , a p+1

2
} ⊂ PGL2(Qp)× PSL2(Ql) < PGL2(Qp)× PGL2(Ql)

if and only if
(

p
l

)
= 1, and {b1, . . . , b l+1

2
} ⊂ PSL2(Qp) × PGL2(Ql) < PGL2(Qp) × PGL2(Ql) if

and only if
(

l
p

)
= 1. This follows from Lemma 42 (and Hensel’s Lemma), see also [15, p.134].

Note that our assumption p, l ≡ 1 (mod 4) implies
(

p
l

)
=
(

l
p

)
by the famous law of quadratic

reciprocity, see e.g. [22, Theorem 2.2.2 iii)]. For Γ = Γp,l, we observe that the index 4 subgroup
Γ0 is characterized as

Γ0 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = p2rl2s; r, s ∈ N0} < PSL2(Qp)× PSL2(Ql).

The fact that Γp,l is a (p+1, l+1)-group is mainly based on a factorization property for integral
quaternions, first proved by Leonard E. Dickson ([23]):

Proposition 46. (Dickson [23, Theorem 8]) Let x ∈ H(Z) be of odd norm and let |x|2 = p1 . . . pt

be the prime decomposition of |x|2, where the factors pi are arranged in an arbitrary but definite
order. Then x can be decomposed as x = x(1) . . . x(t) such that x(i) ∈ H(Z) and |x(i)|2 = pi,
i = 1, . . . , t. This decomposition is uniquely determined up to multiplication of the factors x(i)

with a unit ±1,±i,±j,±k (and up to the decomposition of prime numbers dividing x, if such
numbers exist).

Corollary 47. Let p, l ≡ 1 (mod 4) be distinct odd primes. Recall that

Γp,l = {ψ(x) | x ∈ H(Z) has type o0, Re(x) > 0, |x|2 = prls; r, s ∈ N0}.
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Let
Eh := {ψ(x) | x ∈ H(Z) has type o0, Re(x) > 0, |x|2 = p} ⊂ Γp,l

and
Ev := {ψ(x) | x ∈ H(Z) has type o0, Re(x) > 0, |x|2 = l} ⊂ Γp,l.

If ψ(x) ∈ Eh then also ψ(x̄) = ψ(x)−1 ∈ Eh. By Lemma 44(3), the set Eh has p + 1 elements.
For these reasons, we write

Eh = {a1, . . . , a p+1
2
}±1

and similarly
Ev = {b1, . . . , b l+1

2
}±1.

(1) Let x ∈ H(Z) be of type o0 such that |x|2 = pl. Then there are y, ỹ, z, z̃ ∈ H(Z) of type o0

such that |y|2 = |ỹ|2 = p, |z|2 = |z̃|2 = l and yz = x = z̃ỹ. The quaternions y, ỹ, z, z̃ are
uniquely determined by x up to sign.

(2) Let a ∈ Eh, b ∈ Ev. Then there are unique ã ∈ Eh, b̃ ∈ Ev such that ab = b̃ã.

(3) The group Γp,l is generated by {a1, . . . , a p+1
2

, b1, . . . , b l+1
2
}.

(4) Let

{α1, . . . , α p+1
2

, α p+1
2

, . . . , α1} := {x ∈ H(Z) : x has type o0, Re(x) > 0, |x|2 = p}.

Let x ∈ H(Z) be of type o0 such that |x|2 = pr for some r ∈ N0. Then there is a unique
representation

x = ±pr1wr2(α1, . . . , α p+1
2

, α p+1
2

, . . . , α1),

where r1, r2 ∈ N0, 2r1 + r2 = r and wr2(α1, . . . , α p+1
2

, α p+1
2

, . . . , α1) denotes a reduced word
of length r2 in {α1, . . . , α p+1

2
, α p+1

2
, . . . , α1} (reduced means here that there are no subwords

of the form αiαi or αiαi).

(5) 〈a1, . . . , a p+1
2
〉 ∼= F p+1

2
and 〈b1, . . . , b l+1

2
〉 ∼= F l+1

2
.

Proof. We define a map u : {x ∈ H(Z) : x has type o} → {1, i, j, k} by

u(x) :=


1, x has type o0,

i, x has type o1,

j, x has type o2,

k, x has type o3.

Note that xu(x) always has type o0.

(1) By Proposition 46 there are ŷ, ẑ ∈ H(Z) such that |ŷ|2 = p, |ẑ|2 = l and x = ŷẑ. Since p, l ≡ 1
(mod 4), the quaternions ŷ and ẑ have type o. They have both the same type since x = ŷẑ

has type o0. If ŷ and ẑ have type o0, we take y := ŷ, z := ẑ and are done. If ŷ and ẑ have type
o1, o2 or o3, we take y := −ŷu(ŷ), z := u(ẑ)ẑ and get yz = −ŷu(ŷ)u(ẑ)ẑ = −ŷ(−1)ẑ = x.
The uniqueness up to sign of y and z follows from the uniqueness statement in Proposition
46. Analogously, one proves x = z̃ỹ.

(2) a and b uniquely determine y, z ∈ H(Z) of type o0 such that Re(y) > 0, Re(z) > 0, |y|2 = p,
|z|2 = l and ψ(y) = a, ψ(z) = b. It follows that yz has type o0 and |yz|2 = pl. By (1),
there are ỹ, z̃ ∈ H(Z) of type o0 such that |ỹ|2 = p, |z̃|2 = l and yz = z̃ỹ. Moreover, ỹ, z̃ are
uniquely determined up to sign. In particular, there are unique ỹ, z̃ ∈ H(Z) of type o0 such
that |ỹ|2 = p, |z̃|2 = l, Re(ỹ) > 0, Re(z̃) > 0 and z̃ỹ ∈ {yz,−yz}. Now take b̃ := ψ(z̃) ∈ Ev

and ã := ψ(ỹ) ∈ Eh. Since ab = ψ(yz) = ψ(−yz) = ψ(z̃ỹ) = b̃ã, the claim follows.
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(3) Fix any element x ∈ H(Z) of type o0 such that Re(x) > 0 and |x|2 ∈ {prls : r, s ∈ N0}. We
may assume that r > 0 or s > 0. By Proposition 46, there is a decomposition

x = y(1) . . . y(r)z(1) . . . z(s)

such that y(1), . . . , y(r) ∈ H(Z) have norm p and z(1), . . . , z(s) ∈ H(Z) have norm l. Note
that y(1), . . . , y(r), z(1), . . . , z(s) have type o, since p, l ≡ 1 (mod 4). Our goal is to have a
decomposition

x = ŷ(1) . . . ŷ(r)ẑ(1) . . . ẑ(s)

such that ŷ(1), . . . , ŷ(r) and ẑ(1), . . . , ẑ(s) have norm p and l, respectively, and are moreover
of type o0. To achieve this, we define the following algorithm:

ỹ(1) := y(1),

ỹ(i) := u(ỹ(i−1))y(i), i = 2, . . . , r,

ŷ(i) := ỹ(i)u(ỹ(i)), i = 1, . . . , r − 1,

ŷ(r) := ỹ(r)u(ỹ(r)), if s ≥ 1,

ŷ(r) := ỹ(r) if s = 0,

z̃(1) := u(ỹ(r))z(1), if r ≥ 1,

z̃(1) := z(1), if r = 0,

z̃(j) := u(z̃(j−1))z(j), j = 2, . . . , s,

ẑ(j) := z̃(j)u(z̃(j)), j = 1, . . . , s− 1,

ẑ(s) := z̃(s).

By construction, |ŷ(i)|2 = |ỹ(i)|2 = |y(i)|2 = p, i = 1, . . . , r, |ẑ(j)|2 = |z̃(j)|2 = |z(j)|2 = l,
j = 1, . . . , s, and ŷ(1), . . . , ŷ(r−1), ẑ(1), . . . , ẑ(s−1) have type o0. Moreover,

x = y(1)y(2)y(3) . . . y(r)z(1) . . . z(s)

= ± y(1)u(y(1))︸ ︷︷ ︸
=ŷ(1)

u(y(1))y(2)︸ ︷︷ ︸
=ỹ(2)

y(3) . . . y(r)z(1) . . . z(s)

= ±ŷ(1) ỹ(2)u(ỹ(2))︸ ︷︷ ︸
=ŷ(2)

u(ỹ(2))y(3)︸ ︷︷ ︸
=ỹ(3)

. . . · y(r)z(1) . . . z(s)

= . . .

= ±ŷ(1) . . . ŷ(r) u(ỹ(r))z(1)︸ ︷︷ ︸
=z̃(1)

. . . z(s)

= ±ŷ(1) . . . ŷ(r) z̃(1)u(z̃(1))︸ ︷︷ ︸
=ẑ(1)

u(z̃(1))z(2)︸ ︷︷ ︸
=z̃(2)

. . . z(s)

= . . .

= ±ŷ(1) . . . ŷ(r)ẑ(1) . . . ẑ(s−1) u(z̃(s−1))z(s)︸ ︷︷ ︸
=z̃(s)

= ±ŷ(1) . . . ŷ(r)ẑ(1) . . . ẑ(s)

It follows that also ŷ(r) and ẑ(s) have type o0. After replacing those ŷ(i) and ẑ(j) sat-
isfying Re(ŷ(i)) < 0 and Re(ẑ(j)) < 0 by −ŷ(i) and −ẑ(j), respectively, we can assume
that moreover Re(ŷ(1)) > 0, . . . ,Re(ŷ(r)) > 0, Re(ẑ(1)) > 0, . . . ,Re(ẑ(s)) > 0 and still
x = ±ŷ(1) . . . ŷ(r)ẑ(1) . . . ẑ(s). But now,

ψ(x) = ψ(±ŷ(1) . . . ŷ(r)ẑ(1) . . . ẑ(s)) = ψ(ŷ(1)) . . . ψ(ŷ(r))ψ(ẑ(1)) . . . ψ(ẑ(s)),

where ψ(ŷ(1)), . . . , ψ(ŷ(r)) ∈ Eh and ψ(ẑ(1)), . . . , ψ(ẑ(s)) ∈ Ev.
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(4) See [44, Corollary 3.2] or [43, Corollary 2.1.10].

(5) 〈a1, . . . , a p+1
2
〉 ∼= F p+1

2
follows directly from the uniqueness statement in (4), using

Eh = ψ({α1, . . . , α p+1
2

, α p+1
2

, . . . , α1}).

〈b1, . . . , b l+1
2
〉 ∼= F l+1

2
follows analogously.

The following proposition is motivated by [43]. Some parts of our proposition are obvious
generalizations of results appearing in [43], nevertheless, we try to give very detailed proofs here.

Proposition 48. Let p, l ≡ 1 (mod 4) be two distinct primes and Gp,l := U(H(Z[1/p, 1/l])). Then

(1) Γp,l � Gp,l/ZGp,l. More precisely, Γp,l is (isomorphic to) a normal subgroup of Gp,l/ZGp,l

of index 4 such that (Gp,l/ZGp,l)/Γp,l
∼= Z2

2.

(2) Γp,l < SO3(Q) < SO3(R) < PGL2(C), in particular Γp,l is residually finite.

(3) If q is an odd prime different from p and l, then there is a non-trivial homomorphism
τ : Γp,l → PGL2(q).

(4) Let q be an odd prime different from p and l, and τ : Γp,l → PGL2(q) as constructed in (3).
Then

τ(Γp,l) =

PSL2(q), if
(

p
q

)
=
(

l
q

)
= 1

PGL2(q), else.

(5) Let q be an odd prime different from p and l, and τ : Γp,l → PGL2(q) as in (3) and (4).
Then τ(a2

1) ∈ τ(〈b1, . . . , b l+1
2
〉).

Proof. (1) To simplify notation, let Gp := U(H(Qp)). Since ZGp,l = Gp,l ∩ ZGp = Gp,l ∩ ZGl,
and Z[1/p, 1/l] is a subring of Qp and Ql (in particular Gp,l ⊂ Gp and Gp,l ⊂ Gl), there is
an injective diagonal homomorphism

Gp,l/ZGp,l → Gp/ZGp ×Gl/ZGl

xZGp,l 7→ (xZGp, xZGl).

The isomorphism H(Qp)→M2(Qp) of Lemma 45 (with i2p + 1 = 0) induces an isomorphism
U(H(Qp)) = Gp → GL2(Qp) = U(M2(Qp)) and consequently an isomorphism

Gp/ZGp → PGL2(Qp) = GL2(Qp)/ZGL2(Qp)

xZGp 7→
[(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)]
.

Let ρ be the injective composition homomorphism

Gp,l/ZGp,l ↪→ Gp/ZGp ×Gl/ZGl

∼=−→ PGL2(Qp)× PGL2(Ql)

explicitly given by

xZGp,l 7→
([(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)]
,

[(
x0 + x1il x2 + x3il
−x2 + x3il x0 − x1il

)])
= ψ̃(x),

where x = x0 + x1i + x2j + x3k ∈ Gp,l and ψ̃ is the natural extension of ψ from H(Z) to
H(Z[1/p, 1/l]).
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Note that
U(Z[1/p, 1/l]) = {±prls : r, s ∈ Z},

hence by Lemma 39

Gp,l = {x ∈ H(Z[1/p, 1/l]) : |x|2 = prls; r, s ∈ Z}

and by Lemma 40(2)

ZGp,l = {x ∈ H(Z[1/p, 1/l]) : x = Re(x) = ±prls; r, s ∈ Z}.

Now let x ∈ H(Z) be an integer quaternion such that |x|2 = prls for some r, s ∈ N0, then
x ∈ Gp,l and ψ(x) = ψ̃(x) = ρ(xZGp,l) ∈ ρ(Gp,l/ZGp,l), hence Γp,l < ρ(Gp,l/ZGp,l) ∼=
Gp,l/ZGp,l.

Note that each element in Gp,l/ZGp,l has a representative xZGp,l such that x ∈ H(Z) and
|x|2 = prls; r, s ∈ N0 by multiplying with large enough positive powers of p and l, however
Γp,l 6= ρ(Gp,l/ZGp,l) since x must have type o0 in the definition of Γp,l. More precisely, we
can write

ρ(Gp,l/ZGp,l) = g0Γp,l t g1Γp,l t g2Γp,l t g3Γp,l < PGL2(Qp)× PGL2(Ql)

where for each ι ∈ {0, 1, 2, 3} we choose gι = ψ(x) for some x = x0+x1i+x2j+x3k ∈ H(Z) of
type oι and norm |x|2 = prls; r, s ∈ N0. For example, the simplest choice is to take r = s = 0
(i.e. |x|2 = 1) and consequently

g0 := ψ(1) =
([(

1 0
0 1

)]
,

[(
1 0
0 1

)])
,

g1 := ψ(i) =
([(

ip 0
0 −ip

)]
,

[(
il 0
0 −il

)])
,

g2 := ψ(j) =
([(

0 1
−1 0

)]
,

[(
0 1
−1 0

)])
,

g3 := ψ(k) =
([(

0 ip
ip 0

)]
,

[(
0 il
il 0

)])
.

To see the decomposition of ρ(Gp,l/ZGp,l) given above, we observe that prls ≡ 1 (mod 4),
since p, l ≡ 1 (mod 4) and that therefore each decomposition of |x|2 = prls as a sum of four
squares is a sum of squares of three even numbers and one odd number (cf. Lemma 44(3)). If
we take the quaternion multiplication on the four classes of quaternions of type o0, o1, o2 and
o3 respectively, then we get a group structure, where the class of type o0 quaternions is the
identity element. The group is isomorphic to Z2

2, as it is seen in the following multiplication
table:

· type o0 type o1 type o2 type o3

type o0 type o0 type o1 type o2 type o3

type o1 type o1 type o0 type o3 type o2

type o2 type o2 type o3 type o0 type o1

type o3 type o3 type o2 type o1 type o0

Because of ψ(xy) = ψ(x)ψ(y), this group structure carries over to the cosets

{g0Γp,l, g1Γp,l, g2Γp,l, g3Γp,l}
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in ρ(Gp,l/ZGp,l) and we are done.

To summarize, we have shown that

Γp,l

4
C {ψ(x) | x ∈ H(Z), |x|2 = prls; r, s ∈ N0} = ρ(Gp,l/ZGp,l) ∼= Gp,l/ZGp,l.

(2) If G is a group, we denote here by G/Z the quotient G/ZG of G by its center ZG. We study
the following diagram of group homomorphisms:

Γp,l // U(H(Z[1/p, 1/l]))/Z // U(H(Q))/Z //

∼=
��

U(H(R))/Z //

∼=
��

U(H(C))/Z

∼=
��

Gp,l/Z SO3(Q) SO3(R) PGL2(C)

The homomorphisms in the top line are all injective: the first one Γp,l → Gp,l/Z is described
in part (1) of this proposition. The other three homomorphisms are induced by the natural
injective group homomorphisms (which are induced themselves by the chain of subrings
Z[1/p, 1/l]) ⊂ Q ⊂ R ⊂ C)

U(H(Z[1/p, 1/l])) ↪→ U(H(Q)) ↪→ U(H(R)) ↪→ U(H(C)), (18)

since
ZU(H(Z[1/p, 1/l])) ⊂ ZU(H(Q)) ⊂ ZU(H(R)) ⊂ ZU(H(C)). (19)

Assertion (19) follows directly from (18), using the fact (see Lemma 40(2))

ZU(H(R)) = U(H(R)) ∩ {x ∈ U(H(C)) : x = Re(x)},

which holds if R ∈ {Z[1/p, 1/l],Q,R,C}.
The homomorphisms

U(H(Z[1/p, 1/l]))/Z −→ U(H(Q))/Z −→ U(H(R))/Z −→ U(H(C))/Z

are injective, since (18) directly implies U(H(R1)) ∩ ZU(H(R2)) < ZU(H(R1)), whenever
(R1, R2) ∈ {(Z[1/p, 1/l],Q), (Q,R), (R,C)}. In fact, the equality U(H(R1)) ∩ ZU(H(R2)) =
ZU(H(R1)) holds by (19).

To get U(H(Q))/Z ∼= SO3(Q), first note that U(H(Q)) = H(Q) \ {0} and define

ϑ : U(H(Q))→ SO3(Q)

x 7→ 1
|x|2

 x2
0 + x2

1 − x2
2 − x2

3 2(x1x2 − x0x3) 2(x1x3 + x0x2)
2(x1x2 + x0x3) x2

0 − x2
1 + x2

2 − x2
3 2(x2x3 − x0x1)

2(x1x3 − x0x2) 2(x2x3 + x0x1) x2
0 − x2

1 − x2
2 + x2

3

 ,

where x = x0 + x1i + x2j + x3k ∈ U(H(Q)). It is well-known that ϑ is a surjective group
homomorphism. Even the restricted map

ϑ|H(Z)\{0} : H(Z) \ {0} → SO3(Q)

is surjective, since ϑ(ax) = ϑ(x), if a ∈ Q×, x ∈ U(H(Q)). For an elementary proof of the
surjectivity of ϑ|H(Z)\{0}, see [41]. Moreover, it is easy to check that

ker(ϑ) = {x ∈ H(Q) \ {0} : x = Re(x)} = ZU(H(Q)).
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Note that the axis of the rotation ϑ(x) ∈ SO3(Q) is (x1, x2, x3)T and the rotation angle ω

satisfies

cosω =
x2

0 − x2
1 − x2

2 − x2
3

|x|2 .

To prove U(H(R))/Z ∼= SO3(R), replace Q by R above.

The isomorphism U(H(C))/Z ∼= PGL2(C) follows directly from Lemma 45.

Note that the injective composition homomorphism Γp,l → SO3(Q) is explicitly constructed
as follows: if γ ∈ Γp,l is given as γ = ψ(x), where x = x0 + x1i + x2j + x3k ∈ H(Z) has
type o0 and |x|2 = prls; r, s ∈ N0, then the image of γ in SO3(Q) is ϑ(x), independent of the
choice of x. In the same way, the image of γ = ψ(x) in PGL2(C) is[(

x0 + x1i x2 + x3i

−x2 + x3i x0 − x1i

)]
.

By a result of Malcev ([50]), finitely generated linear groups (over a field of characteristic
zero) are residually finite.

(3) Let q be an odd prime different from p, l and let Gq,p,l := U(H(Z[1/p, 1/l]/qZ[1/p, 1/l])). As
in the proof of (2), we denote by G/Z the quotient G/ZG of G by its center ZG. We want
to define the homomorphism τ : Γp,l → PGL2(q) as composition

Γp,l ↪→ Gp,l/Z → Gq,p,l/Z
∼=−→ U(H(Zq))/Z

∼=−→ PGL2(q).

We describe now these four homomorphisms.

The injection Γp,l ↪→ Gp,l/Z is given by part (1) of this proposition.

The unital ring homomorphism Z[1/p, 1/l] → Z[1/p, 1/l]/qZ[1/p, 1/l] extends to a unital
ring homomorphism H(Z[1/p, 1/l]) → H(Z[1/p, 1/l]/qZ[1/p, 1/l]) mapping 1 to 1, i to i, j

to j and k to k (see [22, Chapter 2.4]) and induces a group homomorphism of the invertible
elements Gp,l → Gq,p,l. It is easy to see that the image of ZGp,l is contained in ZGq,p,l.
This gives the second homomorphism

Gp,l/Z → Gq,p,l/Z.

The map

φ : Zq → Z[1/p, 1/l]/qZ[1/p, 1/l]

v + qZ 7→ v + qZ[1/p, 1/l],

v ∈ Z, is an isomorphism of rings (or fields, since q is prime), and φ−1 therefore induces
isomorphisms

H(Z[1/p, 1/l]/qZ[1/p, 1/l])
∼=−→ H(Zq),

Gq,p,l = U(H(Z[1/p, 1/l]/qZ[1/p, 1/l]))
∼=−→ U(H(Zq))

and finally an isomorphism Gq,p,l/Z → U(H(Zq))/Z. The only non-trivial thing to check is
the surjectivity of φ: First, we have φ(0 + qZ) = 0 + qZ[1/p, 1/l]. Now, take any element

tprls + qZ[1/p, 1/l] ∈ Z[1/p, 1/l]/qZ[1/p, 1/l],

where t ∈ Z \ {0} and t is relatively prime to p and l. We assume that r, s < 0 (if r, s ≥ 0,
then φ−1(tprls + qZ[1/p, 1/l]) = tprls + qZ; in the cases r ≥ 0, s < 0 and r < 0, s ≥ 0 the
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proofs are similar to the proof for the case r, s < 0 given now). Then gcd(p−rl−s, q) = 1
obviously divides t, hence (see e.g. [35, Proposition 3.3.1]) there is an integer u such that
p−rl−su ≡ t (mod q), i.e. t− p−rl−su ∈ qZ and

tprls − u = prls(t− p−rl−su) ∈ qZ[1/p, 1/l].

This implies
tprls + qZ[1/p, 1/l] = u + qZ[1/p, 1/l] = φ(u + qZ).

The isomorphism U(H(Zq))/Z ∼= PGL2(q) follows directly from Lemma 45, since there exist
elements c and d in the field Zq such that c2 + d2 + 1 = 0 in Zq, see [22, Proposition 2.4.3].

Therefore, if γ ∈ Γp,l is given by ψ(x0 +x1i+x2j+x3k) (where we require as in the definition
of Γp,l that x ∈ H(Z) has type o0 and |x|2 = prls; r, s ∈ N0) and we have chosen c, d ∈ Z
such that c2 + d2 + 1 ≡ 0 (mod q), then τ = τc,d : Γp,l → PGL2(q) is constructed as

τc,d(γ) =
[(

x0 + x1c + x3d + qZ −x1d + x2 + x3c + qZ
−x1d− x2 + x3c + qZ x0 − x1c− x3d + qZ

)]
.

For example if q ≡ 1 (mod 4), we can choose d = 0 and c ∈ {1, . . . , q−1}, such that c2+1 ≡ 0
(mod q), and τ = τc,0 simplifies to

γ 7→
[(

x0 + x1c + qZ x2 + x3c + qZ
−x2 + x3c + qZ x0 − x1c + qZ

)]
.

What happens if we take q = 2 ?

G2,p,l
∼= U(H(Z2)) ∼= Z3

2

is abelian, hence
G2,p,l/Z ∼= U(H(Z2))/Z = 1 6= PGL2(2) ∼= S3.

Note that the field Z2 is excluded in the assumptions of Lemma 45.

(4) First, we show that τ(Γp,l) < PSL2(q) if and only if
(

p
q

)
=
(

l
q

)
= 1. The group Γp,l is

generated by {a1, . . . , a p+1
2

, b1, . . . , b l+1
2
}, hence τ(Γp,l) < PSL2(q) if and only if

{τ(a1), . . . , τ(a p+1
2

), τ(b1), . . . , τ(b l+1
2

)} ⊂ PSL2(q).

Since τ(a1), . . . , τ(a p+1
2

) are represented by matrices in GL2(q) with determinant p+qZ ∈ Zq

and τ(b1), . . . , τ(b l+1
2

) are represented by matrices in GL2(q) with determinant l + qZ ∈ Zq,
the condition τ(Γp,l) < PSL2(q) is by Lemma 42 equivalent to the condition {p+qZ, l+qZ} ⊂
(Z×q )2. But this is equivalent to

(
p
q

)
=
(

l
q

)
= 1 by Lemma 43.

By [43, Lemma 7.4.2] or [44, Proposition 3.3], we have

PSL2(q) < τ(〈a1, . . . , a p+1
2
〉) and PSL2(q) < τ(〈b1, . . . , b l+1

2
〉),

in particular PSL2(q) < τ(Γp,l).

The statement follows now directly since [PGL2(q) : PSL2(q)] = 2.

(5) Exactly as in (4), we can show that

τ(〈b1, . . . , b l+1
2
〉) =

PSL2(q), if
(

l
q

)
= 1

PGL2(q), if
(

l
q

)
= −1

Since τ(a2
1) = τ(a1)2 is represented by a matrix in GL2(q) with determinant (p + qZ)2 =

p2 + qZ ∈ Zq, we have τ(a2
1) ∈ PSL2(q) by Lemma 42 and the claim follows.
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See Table 16 for some information about the group U(H(R))/ZU(H(R)), where R is a com-
mutative ring with unit, p, l ≡ 1 (mod 4) are distinct primes and q is an odd prime.

R U(H(R))/ZU(H(R))
Z[1/p, 1/l] contains Γp,l as index 4 subgroup

Z[1/p] important in [43], virtually F p+1
2

Z Z2
2

Zq PGL2(q)
Z2 1
Q SO3(Q)
R SO3(R)
C PGL2(C)
Qq PGL2(Qq)

Table 16: U(H(R))/ZU(H(R)) for some rings R.

The following result is also mentioned in [60, Example 5.12] and [29, Proposition 3.2 and Proof
of Theorem 4.1]. It is a very special case of Proposition 74(3).

Proposition 49. Γp,l contains a subgroup isomorphic to Z2.

Proof. By Lemma 44(1), we can choose x = x0 + x1i, y = y0 + y1i ∈ H(Z) such that x0, y0 are
odd, x1, y1 are even, |x|2 = x2

0 + x2
1 = p, |y|2 = y2

0 + y2
1 = l. Obviously, we have xy = yx, hence

ψ(x)ψ(y) = ψ(y)ψ(x). The subgroup 〈ψ(x), ψ(y)〉 is isomorphic to Z2, using the same arguments
as in the proof of Corollary 58.

Jason S. Kimberley and Guyan Robertson have computed presentations of Γp,l for many pairs
(p, l). They conjecture for the abelianization Γab

p,l

Conjecture 24. (Kimberley-Robertson [39, Section 6]) Let p, l ≡ 1 (mod 4) be two distinct
primes, then

Γab
p,l
∼=


Z2 × Z3

4, if r = 1,

Z3
2 × Z2

8, if r = 2,

Z2 × Z3 × Z3
4, if r = 3,

Z3
2 × Z3 × Z2

8, if r = 6,

where

r = gcd
(

p− 1
4

,
l − 1

4
, 6
)

.

Note that the smallest pairs (p, l) such that r = 1, 2, 3, 6 are (5, 13), (17, 41), (13, 37), (73, 97)
respectively. Conjecture 24 is equivalent to the following conjecture (see Section 5.5 for general-
izations of Conjecture 25):

Conjecture 25. Let p, l ≡ 1 (mod 4) be two distinct primes.
If p, l ≡ 1 (mod 8), then

Γab
p,l
∼=
{
Z3

2 × Z3 × Z2
8, if p, l ≡ 1 (mod 3),

Z3
2 × Z2

8, else.

If p ≡ 5 (mod 8) or l ≡ 5 (mod 8), then

Γab
p,l
∼=
{
Z2 × Z3 × Z3

4, if p, l ≡ 1 (mod 3),

Z2 × Z3
4, else.
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Proof of the equivalence of Conjecture 24 and Conjecture 25. Let p, l ≡ 1 (mod 4) be two distinct
primes. First note that r ∈ {1, 2, 3, 6} in Conjecture 24 and that all possibilities for (p, l) are treated
in Conjecture 25.

If r = 6, then (p − 1)/4 = 6s and (l − 1)/4 = 6t for some s, t ∈ N, i.e. p = 24s + 1 and
l = 24t + 1. It follows p, l ≡ 1 (mod 8), p, l ≡ 1 (mod 3).

If r = 3, then (p − 1)/4 = 3s and (l − 1)/4 = 3t, where s or t is odd (otherwise r would be
6). Consequently, we have p = 12s + 1 and l = 12t + 1, in particular p, l ≡ 1 (mod 3). If s is odd,
then p ≡ 5 (mod 8). If t is odd, then l ≡ 5 (mod 8).

If r = 2, then (p − 1)/4 = 2s and (l − 1)/4 = 2t, i.e. p = 8s + 1 and l = 8t + 1, hence p, l ≡ 1
(mod 8). Moreover, s 6= 0 (mod 3) or t 6= 0 (mod 3) (otherwise r would be 6). In the first case,
we have p 6= 1 (mod 3), in the second case l 6= 1 (mod 3).

If r = 1, then (p − 1)/4 = 2s + 1 or (l − 1)/4 = 2t + 1 (otherwise r would be even), hence
p = 8s + 5 or l = 8t + 5, i.e. p ≡ 5 (mod 8) or l ≡ 5 (mod 8). Moreover: (p − 1)/4 = 3s + 1 or
(p− 1)/4 = 3s+ 2 or (l− 1)/4 = 3t+ 1 or (l− 1)/4 = 3s +2 for some s, t ∈ N0 (otherwise r would
be a multiple of 3), hence p = 12s + 5 or p = 12s + 9 or l = 12t + 5 or l = 12t + 9, in particular
p 6= 1 (mod 3) or l 6= 1 (mod 3).

The structure of Γab
p,l also seems to depend only on the number of commuting quaternions

whose ψ-images generate Γp,l. To make this precise, if l ≡ 1 (mod 4) is prime, let Yl ⊂ H(Z) be
any set of cardinality l+1

2 , such that 〈ψ(Yl)〉 ∼= F l+1
2

and each element y = y0 +y1i+y2j +y3k ∈ Yl

has type o0 and satisfies y0 > 0, |y|2 = l. We think of Yl = {ψ−1(b1), . . . , ψ−1(b l+1
2

)} and
Yp = {ψ−1(a1), . . . , ψ−1(a p+1

2
)}, where

Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉.

Let
cp,l := |{(x, y) : x ∈ Yp; y ∈ Yl; xy = yx}|.

Note that the definition of cp,l is independent of the explicit choice of the elements in Yp and Yl.
Obviously,

cp,l ≤ min
{

p + 1
2

,
l + 1

2

}
.

Moreover, cp,l ≥ 3, since Yp contains elements of the form x0 + x1i, x0 + x2j, x0 + x3k and Yl

contains elements of the form y0 + y1i, y0 + y2j, y0 + y3k.

Conjecture 26. Let p, l ≡ 1 (mod 4) be two distinct primes, and

r = gcd
(

p− 1
4

,
l − 1

4
, 6
)

as in Conjecture 24. Then

cp,l ≡


3 (mod 12), if r = 1,

9 (mod 12), if r = 2,

7 (mod 12), if r = 3,

1 (mod 12), if r = 6.

We have checked Conjecture 26 for all possible p, l < 1000. The following values for cp,l appear
in this range:

cp,l ∈


{3, 15, 27, 39, 51, 63, 75, 87, 99}, if r = 1,

{9, 21, 33, 45, 57, 69, 81, 93, 105, 117, 129, 153}, if r = 2,

{7, 19, 31, 43, 55, 67, 79, 91, 103, 115, 127, 151}, if r = 3,

{37, 49, 61, 73, 85, 97, 109, 121, 133}, if r = 6.
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See Table 17 for the frequencies of the values of cp,l, where p, l ≡ 1 (mod 4) are primes such that
p < l < 1000.

cp,l 3 15 27 39 51 63 75 87 99 111 123 135 147
1242 449 143 56 34 17 7 5 2 1955

cp,l 9 21 33 45 57 69 81 93 105 117 129 141 153
178 158 84 57 40 21 8 9 12 5 2 1 575

cp,l 7 19 31 43 55 67 79 91 103 115 127 139 151
236 130 79 42 18 8 12 6 1 4 2 1 539

cp,l 1 13 25 37 49 61 73 85 97 109 121 133 145
26 15 15 16 7 4 3 2 3 91

Table 17: cp,l and its frequency, p < l < 1000.

Combining Conjecture 26 with Conjecture 24, we get

Conjecture 27. Let p, l ≡ 1 (mod 4) be two distinct primes, then

Γab
p,l
∼=


Z2 × Z3

4, if cp,l ≡ 3 (mod 12),

Z3
2 × Z2

8, if cp,l ≡ 9 (mod 12),

Z2 × Z3 × Z3
4, if cp,l ≡ 7 (mod 12),

Z3
2 × Z3 × Z2

8, if cp,l ≡ 1 (mod 12).

Now, we want to prove that Γp,l is commutative transitive. This has some nice applications to
centralizers of powers, or to detect anti-tori in Γp,l (see Proposition 57 in Section 5.6).

Lemma 50. Let p, l ≡ 1 (mod 4) be two distinct primes. Let x, y ∈ H(Z) be of type o0 such that
|x|2, |y|2 ∈ {prls : r, s ∈ N0}. Then xy = yx if and only if ψ(x)ψ(y) = ψ(y)ψ(x).

Proof. Obviously xy = yx implies ψ(x)ψ(y) = ψ(y)ψ(x). Assume now ψ(x)ψ(y) = ψ(y)ψ(x).
Then ψ(xy) = ψ(yx) and xy = λyx for some λ ∈ Q×. Taking the norm | · |2 of xy = λyx,
we conclude λ2 = 1, hence λ = 1 or λ = −1. If λ = 1, then xy = yx and we are done. The
case λ = −1 is impossible since xy = −yx together with Re(x) 6= 0 implies by Lemma 41(3) the
contradiction y = 0.

Proposition 51. Let p, l ≡ 1 (mod 4) be two distinct primes. Then Γp,l is commutative tran-
sitive, i.e. if x, y, z ∈ H(Z) are of type o0 such that x 6= Re(x), y 6= Re(y), z 6= Re(z) and
|x|2, |y|2, |z|2 ∈ {prls : r, s ∈ N0}, ψ(x)ψ(y) = ψ(y)ψ(x) and ψ(x)ψ(z) = ψ(z)ψ(x), then also
ψ(y)ψ(z) = ψ(z)ψ(y). In other words, the relation of commutativity is transitive on the non-
trivial elements of Γp,l.

Proof. Note that for x of type o0 we have x 6= Re(x), if and only if ψ(x) 6= 1. By Lemma 50, we
have xy = yx and xz = zx. Moreover, again by Lemma 50, ψ(y)ψ(z) = ψ(z)ψ(y) if and only if
yz = zy. But yz = zy follows now directly by Lemma 41(4).

Corollary 52. Let p, l ≡ 1 (mod 4) be two distinct primes, Γ = Γp,l and w ∈ Γ\{1} a non-trivial
element.

(1) If t ∈ N, then ZΓ(wt) = ZΓ(w).

(2) ZΓ(w) is abelian.
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(3) ZΓ = 1.

Proof. (1) Since w and wt commute, the statement follows directly from Proposition 51 (using
the fact that Γ is torsion-free).

(2) Again, this is a direct consequence of Proposition 51.

(3) Of course, it follows from the general result Corollary 7(3) for (2m, 2n)-groups. Here, it
follows from Proposition 51, since 1 6= x ∈ ZΓ implies that Γ is abelian.

Using the following proposition due to Shahar Mozes ([53]) together with Proposition 8, we
give some applications to number theory, illustrated for two concrete examples:

Proposition 53. (Mozes [53, Proposition 3.15]) Let p, l ≡ 1 (mod 4) be two distinct primes,

Γ = Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉

and let z = z0 +z1i+z2j +z3k ∈ H(Z) be of type o0 such that z 6= z0 and |z|2 = ls for some s ∈ N.
Take c1, c2, c3 ∈ Z relatively prime such that c := c1i + c2j + c3k commutes with z. Then there
exists an element a ∈ 〈a1, . . . , a p+1

2
〉\{1} ⊂ Γ commuting with ψ(z) if and only if there are integers

x, y ∈ Z such that gcd(x, y) = gcd(x, pl) = gcd(y, pl) = 1 and x2 + 4|c|2y2 ∈ {prls : r, s ∈ N}.

Proposition 54. (1) There are no pairs x, y ∈ Z such that

gcd(x, y) = gcd(x, 65) = gcd(y, 65) = 1

and
x2 + 12y2 ∈ {5r13s : r, s ∈ N}.

(2) There are no pairs x, y ∈ Z such that

gcd(x, y) = gcd(x, 221) = gcd(y, 221) = 1

and
x2 + 8y2 ∈ {13r17s : r, s ∈ N}.

Proof. (1) For b1 = ψ(1 + 2i + 2j + 2k) ∈ Γ5,13 =: Γ we have ZΓ(b1) = 〈b1〉, see Theorem
41(8) below. In particular, b1 does not commute with any element in 〈a1, a2, a3〉 \ {1}. The
statement follows now by Proposition 53, taking c = i + j + k.

(2) By Theorem 40(4) below: ZΓ(b4) = 〈b4〉, where b4 = ψ(3 + 2i + 2j) ∈ Γ13,17 =: Γ. Taking
c = i + j, we can again apply Proposition 53.

The results on centralizers in Γp,l used in the proof of the preceding proposition can also be
applied to give statements about non-commuting quaternions. We first illustrate it for (p, l) ∈
{(5, 13), (13, 17)}.

Proposition 55. (1) Let y = 1+2i+2j+2k. Then there is no x = x0 +x1i+x2j+x3k ∈ H(Z),
x 6= Re(x) of type o0 such that |x|2 ∈ {5r : r ∈ N} and xy = yx.

(2) Let y = 3 + 2i + 2j. Then there is no x = x0 + x1i + x2j + x3k ∈ H(Z), x 6= Re(x) of type
o0 such that |x|2 ∈ {13r : r ∈ N} and xy = yx.
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Proof. (1) Let Γ = Γ5,13 and b1 = ψ(y) ∈ Γ. Assume that x = x0 + x1i + x2j + x3k ∈ H(Z) is of
type o0 such that |x|2 ∈ {5r : r ∈ N} and xy = yx, where x 6= Re(x). This implies ψ(x) 6= 1
and ψ(x) ∈ ZΓ(b1), contradicting ZΓ(b1) = 〈b1〉 (Theorem 41(8)).

(2) Same proof taking p = 13, l = 17, b4 = ψ(y) ∈ Γ = Γ13,17 and using ZΓ(b4) = 〈b4〉 (Theorem
40(4)).

Here is the general statement:

Proposition 56. Let p, l ≡ 1 (mod 4) be two distinct primes and

Γ = Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉.

Assume that ρv(bj)(a) 6= a for some bj ∈ {b1, . . . , b l+1
2
} and all a ∈ Eh. Let y ∈ H(Z) be of type

o0 such that |y|2 = l and bj = ψ(y). Then there is no x = x0 +x1i+x2j +x3k ∈ H(Z), x 6= Re(x)
of type o0 such that |x|2 ∈ {pr : r ∈ N} and xy = yx.

Proof. As in the proof of Proposition 55 this follows directly from the fact ZΓ(bj) = 〈bj〉 which is
a consequence of Proposition 8(1b).

Now, we want to study the two examples Γ13,17 and Γ5,13.

5.2.1 Example: p = 13, l = 17

Using the explicit identification

a1 = ψ(1 + 2i + 2j + 2k),

a2 = ψ(1 + 2i + 2j − 2k),

a3 = ψ(1 + 2i− 2j + 2k),

a4 = ψ(1− 2i + 2j + 2k),

a5 = ψ(3 + 2i),

a6 = ψ(3 + 2j),

a7 = ψ(3 + 2k),

b1 = ψ(1 + 4i),

b2 = ψ(1 + 4j),

b3 = ψ(1 + 4k),

b4 = ψ(3 + 2i + 2j),

b5 = ψ(3 + 2i− 2j),

b6 = ψ(3 + 2i + 2k),

b7 = ψ(3 + 2i− 2k),

b8 = ψ(3 + 2j + 2k),

b9 = ψ(3 + 2j − 2k),

we get the following example Γ = Γ13,17 (the corresponding complex X is denoted by A13,17 in
[16] and essentially used there in the construction of finitely presented torsion-free simple groups,
see [16, Theorem 6.4]).
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Example 40. R(7, 9) = R((p+ 1)/2, (l + 1)/2) :=

a1b1a3b3, a1b2a2b1, a1b3a4b2, a1b4a6b8, a1b5a7b
−1
1 , a1b6a5b4, a1b7a

−1
2 b−1

6 ,

a1b8a7b6, a1b9a5b
−1
2 , a1b

−1
9 a−1

3 b−1
8 , a1b

−1
8 a−1

2 b9, a1b
−1
7 a6b

−1
3 , a1b

−1
6 a−1

4 b−1
7 , a1b

−1
5 a−1

4 b−1
4 ,

a1b
−1
4 a−1

3 b5, a1b
−1
3 a5b

−1
9 , a1b

−1
2 a7b

−1
5 , a1b

−1
1 a6b7, a2b2a

−1
3 b−1

3 , a2b3a6b
−1
6 , a2b4a5b7,

a2b5a4b
−1
4 , a2b6a6b

−1
1 , a2b7a

−1
7 b9, a2b9a6b4, a2b

−1
9 a4b

−1
8 , a2b

−1
8 a5b3, a2b

−1
6 a3b

−1
7 ,

a2b
−1
5 a−1

7 b−1
2 , a2b

−1
4 a3b

−1
5 , a2b

−1
3 a−1

4 b1, a2b
−1
2 a5b8, a2b

−1
1 a−1

7 b5, a3b1a
−1
4 b−1

2 , a3b2a5b
−1
8 ,

a3b5a5b6, a3b6a7b
−1
9 , a3b7a

−1
6 b−1

1 , a3b8a5b
−1
3 , a3b

−1
9 a−1

6 b5, a3b
−1
8 a4b9, a3b

−1
6 a4b7,

a3b
−1
4 a7b2, a3b

−1
3 a−1

6 b−1
7 , a3b

−1
1 a7b4, a4b1a7b

−1
4 , a4b4a7b

−1
2 , a4b8a6b

−1
5 , a4b

−1
9 a−1

5 b−1
3 ,

a4b
−1
7 a7b8, a4b

−1
6 a6b1, a4b

−1
5 a−1

5 b−1
7 , a4b

−1
3 a6b6, a4b

−1
2 a−1

5 b9, a5b1a
−1
5 b−1

1 , a5b
−1
7 a5b

−1
6 ,

a5b
−1
5 a5b

−1
4 , a6b2a

−1
6 b−1

2 , a6b5a6b
−1
4 , a6b

−1
9 a6b

−1
8 , a7b3a

−1
7 b−1

3 , a7b7a7b
−1
6 , a7b9a7b

−1
8



.

Theorem 40. (1) Ph
∼= PSL2(13) < S14, Pv

∼= PSL2(17) < S18.

(2) Γab ∼= Z2 × Z3
4, [Γ, Γ]ab ∼= Z3 × Z3

16, Γab
0
∼= Z2 × Z3 × Z2

8.

(3) Any non-trivial normal subgroup of Γ has finite index.

(4) ZΓ(b) = NΓ(〈b〉) = 〈b〉, if b ∈ {b4, . . . , b9}.
ZΓ(a) = NΓ(〈a〉) = 〈a〉, if a ∈ {a1, . . . , a4}.

(5) Let
V := 〈1 + 2i + 2j + 2k, 3 + 2i, 1 + 4j, 3 + 2i + 2j〉 < U(H(Q)).

Then Γ ∼= V/ZV .

Proof. (1)

ρv(b1) = (1, 8, 13)(2, 9, 4)(3, 6, 14)(7, 12, 11),

ρv(b2) = (1, 10, 11)(2, 7, 14)(3, 4, 8)(5, 13, 12),

ρv(b3) = (1, 9, 12)(2, 3, 10)(4, 5, 14)(6, 11, 13),

ρv(b4) = (1, 4, 8, 3, 13, 5, 10)(2, 11, 7, 12, 14, 6, 9),

ρv(b5) = (1, 8, 13, 4, 9, 6, 3)(2, 12, 5, 10, 11, 14, 7),

ρv(b6) = (1, 2, 9, 4, 12, 7, 8)(3, 13, 6, 11, 14, 5, 10),

ρv(b7) = (1, 4, 5, 10, 2, 12, 9)(3, 6, 14, 13, 8, 7, 11),

ρv(b8) = (1, 3, 10, 2, 11, 6, 9)(4, 12, 5, 13, 14, 7, 8),

ρv(b9) = (1, 10, 11, 3, 8, 7, 2)(4, 13, 6, 9, 12, 14, 5),

ρh(a1) = (1, 5, 17, 3, 12, 18, 2, 9, 16)(4, 14, 15, 6, 7, 13, 8, 10, 11),

ρh(a2) = (1, 6, 3, 2, 14, 18, 16, 11, 17)(4, 5, 15, 9, 8, 10, 7, 13, 12),

ρh(a3) = (1, 7, 16, 17, 15, 18, 3, 8, 2)(4, 14, 10, 11, 9, 6, 12, 13, 5),

ρh(a4) = (1, 3, 10, 17, 18, 13, 16, 2, 4)(5, 8, 9, 11, 12, 6, 7, 14, 15),

ρh(a5) = (2, 8, 3, 10, 17, 11, 16, 9)(4, 14, 6, 12, 5, 15, 7, 13),

ρh(a6) = (1, 7, 16, 13, 18, 12, 3, 6)(4, 5, 9, 11, 14, 15, 8, 10),

ρh(a7) = (1, 4, 2, 14, 18, 15, 17, 5)(6, 7, 8, 9, 12, 13, 10, 11).
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(2) We use GAP ([28]).

(3) We can apply [16, Theorem 4.1] using the results in [16, Section 2.4] and [15, Section 1.8].
Note that PSL2(Q13) � H1 � PGL2(Q13) and PSL2(Q17) � H2 � PGL2(Q17) such that
[PGL2(Q13) : H1] = [H1 : PSL2(Q13)] = 2 and [PGL2(Q17) : H2] = [H2 : PSL2(Q17)] = 2.

(4) This follows from Proposition 8.

(5) Let

ψ̂ : V → PGL2(Qp)× PGL2(Ql)

x = x0 + x1i + x2j + x3k 7→
([(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)]
,

[(
x0 + x1il x2 + x3il
−x2 + x3il x0 − x1il

)])
.

It is a group homomorphism such that ψ̂(x) = ψ(x), if x ∈ H(Z) ∩ V . We have

ψ̂(V ) = 〈ψ̂(1 + 2i + 2j + 2k), ψ̂(3 + 2i), ψ̂(1 + 4j), ψ̂(3 + 2i + 2j)〉
= 〈ψ(1 + 2i + 2j + 2k), ψ(3 + 2i), ψ(1 + 4j), ψ(3 + 2i + 2j)〉
= 〈a1, a5, b2, b4〉 < Γ.

In fact, GAP ([28]) shows that [Γ : 〈a1, a5, b2, b4〉] = 1, i.e. 〈a1, a5, b2, b4〉 = Γ. Therefore
Γ = ψ̂(V ) ∼= V/ker(ψ̂). We claim that ker(ψ̂) = ZV . On one hand, we have

ker(ψ̂) = {x ∈ V : x = Re(x)} = V ∩ ZU(H(Q)) < ZV.

On the other hand, if x = x0 + x1i + x2j + x3k ∈ V < U(H(Q)) commutes both with
3 + 2i ∈ V and 1 + 4j ∈ V , then x = Re(x) 6= 0, hence x ∈ ker(ψ̂) and in particular
ZV < ker(ψ̂).

Note that the only commuting pairs among the generators are {a5, b1}, {a6, b2} and {a7, b3}.

5.2.2 Example: p = 5, l = 13

Our second example is Γ = Γ5,13, using the identification

a1 = ψ(1 + 2i),

a2 = ψ(1 + 2j),

a3 = ψ(1 + 2k),

b1 = ψ(1 + 2i + 2j + 2k),

b2 = ψ(1 + 2i + 2j − 2k),

b3 = ψ(1 + 2i− 2j + 2k),

b4 = ψ(1− 2i + 2j + 2k),

b5 = ψ(3 + 2i),

b6 = ψ(3 + 2j),

b7 = ψ(3 + 2k).
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Example 41.

R(3, 7) :=



a1b1a3b
−1
6 , a1b2a2b7, a1b3a

−1
2 b−1

7 ,

a1b4a1b
−1
1 , a1b5a

−1
1 b−1

5 , a1b6a3b3,

a1b7a
−1
2 b−1

4 , a1b
−1
7 a2b1, a1b

−1
6 a−1

3 b2,

a1b
−1
4 a−1

3 b6, a1b
−1
3 a1b

−1
2 , a2b2a

−1
3 b−1

5 ,

a2b3a2b
−1
1 , a2b4a3b5, a2b5a

−1
3 b−1

3 ,

a2b6a
−1
2 b−1

6 , a2b
−1
5 a3b1, a2b

−1
4 a2b

−1
2 ,

a3b2a3b
−1
1 , a3b7a

−1
3 b−1

7 , a3b
−1
4 a3b

−1
3



.

Theorem 41. (1) Ph
∼= PGL2(5) < S6, Pv

∼= PGL2(13) < S14.

(2) Ph(X0) ∼= PSL2(5), Pv(X0) ∼= PSL2(13), independent of the four vertices of X0.

(3) Γab ∼= Z2 × Z3
4, [Γ, Γ]ab ∼= Z3 × Z3

16, Γab
0
∼= Z2 × Z3 × Z2

8.

(4)
Γ/〈〈b3

1, b
2
5, (a1a2)3, (b1b5)3〉〉Γ ∼= PGL2(3) ∼= S4,

Γ/〈〈a8
1, (a1a2)3, (a1b1)7, (b1b5)7, (a1b1b5)6〉〉Γ ∼= PGL2(7),

Γ/〈〈b4
1, (b1b5)3, (a1a2)5, (a1b1b5)5〉〉Γ ∼= PGL2(11),

Γ/〈〈b9
2, b

8
5, (a1a2)9, (a1a3)9, (b2b6)8, (a1b1b5)2〉〉Γ ∼= PGL2(17),

Γ/〈〈a5
1, a

5
2, a

5
3, b

20
5 〉〉Γ ∼= PGL2(19),

Γ/〈〈b12
4 , b3

5, b
3
6, (b4b5)11〉〉Γ ∼= PGL2(23),

Γ/〈〈a14
1 , b5

1, b
7
5, b

7
6, (a1b1)3〉〉Γ ∼= PSL2(29).

(5) We get a finite presentation of

U(H(Z[1/5, 1/13]))/ZU(H(Z[1/5, 1/13]))

by adding to the presentation 〈a1, a2, a3, b1, . . . , b7 | R(3, 7)〉 of Γ two new generators i, j and
the relations

i2 = 1, j2 = 1, ij = ji,

a1i = ia1, a2i = ia−1
2 , a3i = ia−1

3 ,

a1j = ja−1
1 , a2j = ja2, a3j = ja−1

3 ,

b1i = ib−1
4 , b2i = ib3, b3i = ib2, b4i = ib−1

1 , b5i = ib5, b6i = ib−1
6 , b7i = ib−1

7 ,

b1j = jb−1
3 , b2j = jb4, b3j = jb−1

1 , b4j = jb2, b5j = jb−1
5 , b6j = jb6, b7j = jb−1

7 .

and Γ is then the kernel of

U(H(Z[1/5, 1/13]))/ZU(H(Z[1/5, 1/13]))→ Z2
2

i 7→ (1, 0),

j 7→ (0, 1),

a1, a2, a3 7→ (0, 0),

b1, . . . , b7 7→ (0, 0).
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(6) (U(H(Z[1/5, 1/13]))/ZU(H(Z[1/5, 1/13])))ab ∼= Z6
2.

(7) Γ < SO3(Q) (illustrating Proposition 48(2)).

(8) ZΓ(b) = NΓ(〈b〉) = 〈b〉, if b ∈ {b1, . . . , b4}.

Proof. (1)

ρv(b1) = (1, 6, 3, 4, 2, 5),

ρv(b2) = (1, 6, 2, 5, 4, 3),

ρv(b3) = (1, 6, 5, 2, 3, 4),

ρv(b4) = (1, 2, 5, 3, 4, 6),

ρv(b5) = (2, 3, 5, 4),

ρv(b6) = (1, 4, 6, 3),

ρv(b7) = (1, 2, 6, 5),

ρh(a1) = (1, 4, 7, 3, 13, 9, 11, 14, 8, 2, 12, 6),

ρh(a2) = (1, 3, 5, 2, 11, 8, 12, 14, 10, 4, 13, 7),

ρh(a3) = (1, 2, 6, 4, 12, 10, 13, 14, 9, 3, 11, 5).

(2) GAP ([28]).

(3) GAP ([28]).

(4) GAP ([28]). To illustrate Proposition 48(3) and (4), the (surjective) homomorphism τ2,3 :
Γ→ PGL2(7) with kernel 〈〈a8

1, (a1a2)3, (a1b1)7, (b1b5)7, (a1b1b5)6〉〉Γ is given by

a1 7→
[(

5 + 7Z 1 + 7Z
1 + 7Z 4 + 7Z

)]
,

a2 7→
[(

1 + 7Z 2 + 7Z
5 + 7Z 1 + 7Z

)]
,

a3 7→
[(

0 + 7Z 4 + 7Z
4 + 7Z 2 + 7Z

)]
,

b1 7→
[(

4 + 7Z 0 + 7Z
3 + 7Z 5 + 7Z

)]
,

b2 7→
[(

6 + 7Z 6 + 7Z
2 + 7Z 3 + 7Z

)]
,

b3 7→
[(

4 + 7Z 3 + 7Z
0 + 7Z 5 + 7Z

)]
,

b4 7→
[(

3 + 7Z 5 + 7Z
1 + 7Z 6 + 7Z

)]
,

b5 7→
[(

0 + 7Z 1 + 7Z
1 + 7Z 6 + 7Z

)]
,

b6 7→
[(

3 + 7Z 2 + 7Z
5 + 7Z 3 + 7Z

)]
,

b7 7→
[(

2 + 7Z 4 + 7Z
4 + 7Z 4 + 7Z

)]
.
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This corresponds to the permutation representation in S8 found by quotpic ([59]):

a1 7→ (1, 5, 7, 2, 4, 6, 3, 8),

a2 7→ (1, 5, 6, 4, 8, 3, 7, 2),

a3 7→ (1, 5, 3, 8, 2, 7, 6, 4),

b1 7→ (2, 6, 4, 3, 8, 7),

b2 7→ (1, 5, 4, 6, 8, 3),

b3 7→ (1, 5, 2, 7, 4, 6),

b4 7→ (1, 5, 8, 3, 2, 7),

b5 7→ (1, 6, 7, 8, 4, 5, 3, 2),

b6 7→ (1, 3, 6, 2, 8, 5, 7, 4),

b7 7→ (1, 7, 3, 4, 2, 5, 6, 8).

For q = 29, we have τ12,0(Γ) = PSL2(29) < PGL2(29), given by

a1 7→
[(

25 + 29Z 0 + 29Z
0 + 29Z 6 + 29Z

)]
,

a2 7→
[(

1 + 29Z 2 + 29Z
27 + 29Z 1 + 29Z

)]
,

a3 7→
[(

1 + 29Z 24 + 29Z
24 + 29Z 1 + 29Z

)]
,

b1 7→
[(

25 + 29Z 26 + 29Z
22 + 29Z 6 + 29Z

)]
,

b2 7→
[(

25 + 29Z 7 + 29Z
3 + 29Z 6 + 29Z

)]
,

b3 7→
[(

25 + 29Z 22 + 29Z
26 + 29Z 6 + 29Z

)]
,

b4 7→
[(

6 + 29Z 26 + 29Z
22 + 29Z 25 + 29Z

)]
,

b5 7→
[(

27 + 29Z 0 + 29Z
0 + 29Z 8 + 29Z

)]
,

b6 7→
[(

3 + 29Z 2 + 29Z
27 + 29Z 3 + 29Z

)]
,

b7 7→
[(

3 + 29Z 24 + 29Z
24 + 29Z 3 + 29Z

)]
.

and kernel 〈〈a14
1 , b5

1, b
7
5, b

7
6, (a1b1)3〉〉Γ. The choice c = 17, d = 0 gives another homomorphism

τ17,0 : Γ� PSL2(29) with ker(τ17,0) = ker(τ12,0). Note that q = 29 is the smallest odd prime

such that
(

5
q

)
=
(

13
q

)
= 1, see Table 15.

(5) This follows from Proposition 48(1). Observe that i and j in the given presentation corre-
spond to

ψ(i) =
([(

i5 0
0 −i5

)]
,

[(
i13 0

0 −i13

)])
∈ PGL2(Q5)× PGL2(Q13)
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and

ψ(j) =
([(

0 1
−1 0

)]
,

[(
0 1
−1 0

)])
∈ PGL2(Q5)× PGL2(Q13)

respectively. Note that it would be enough to add the relations i2 = 1, j2 = 1, ij = ji,
a1i = ia1, a1j = ja−1

1 , a2j = ja2, a3j = ja−1
3 , b1i = ib−1

4 , b5i = ib5, b6i = ib−1
6 , b1j = jb−1

3

in order to get a presentation of U(H(Z[1/5, 1/13]))/ZU(H(Z[1/5, 1/13])).

(6) This follows from the presentation given in (5).

(7) The injective group homomorphism Γ→ SO3(Q) of Proposition 48(2) is given by

a1 7→

 1 0 0
0 −3/5 −4/5
0 4/5 −3/5

 ,

a2 7→

 −3/5 0 4/5
0 1 0
−4/5 0 −3/5

 ,

a3 7→

 −3/5 −4/5 0
4/5 −3/5 0
0 0 1

 ,

b1 7→
1
13

 −3 4 12
12 −3 4
4 12 −3

 ,

b2 7→
1
13

 −3 12 −4
4 −3 −12

−12 −4 −3

 ,

b3 7→
1
13

 −3 −12 4
−4 −3 −12
12 −4 −3

 ,

b4 7→
1
13

 −3 −12 −4
−4 −3 12
−12 4 −3

 ,

b5 7→

 1 0 0
0 5/13 −12/13
0 12/13 5/13

 ,

b6 7→

 5/13 0 12/13
0 1 0

−12/13 0 5/13

 ,

b7 7→

 5/13 −12/13 0
12/13 5/13 0

0 0 1

 .

(8) This follows from Proposition 8.

See Table 18 for the index [Γ : U ] and the abelianization Uab, where U = 〈ai, bj〉, ai ∈
{a1, a2, a3}, bj ∈ {b1, . . . , b7}.
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b1 b2 b3 b4 b5 b6 b7

a1 16, [16, 32] 16, [16, 32] 16, [16, 32] 16, [16, 32] ∞, [0, 0] 96, [16, 32] 96, [16, 32]
a2 16, [16, 32] 16, [16, 32] 16, [16, 32] 16, [16, 32] 96, [16, 32] ∞, [0, 0] 96, [16, 32]
a3 16, [16, 32] 16, [16, 32] 16, [16, 32] 16, [16, 32] 96, [16, 32] 96, [16, 32] ∞, [0, 0]

Table 18: [Γ : U ], Uab, where U = 〈ai, bj〉 in Example 41

5.3 Generalization to p, l ≡ 3 (mod 4)

The goal of this section is to generalize the construction of Γp,l of Section 5.2 to the case where
p ≡ 3 (mod 4) and l ≡ 3 (mod 4) are distinct primes. If we just naively define

Γ := {ψ(x) | x ∈ H(Z) has type e0, |x|2 = prls; r, s ∈ N0},

then we have several problems:

(1) The condition “x has type e0” is not preserved under quaternion multiplication (for ex-
ample (i + j + k)2 = −3 has type o0), so we better define Γ just as group generated by
a1, . . . , a p+1

2
, b1, . . . , b l+1

2
, where

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e0, |x|2 = p},

{b1, . . . , b l+1
2
}±1 = {ψ(y) | y ∈ H(Z) has type e0, |y|2 = l}

or (as will be explained in (3))

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, |x|2 = p},

{b1, . . . , b l+1
2
}±1 = {ψ(y) | y ∈ H(Z) has type e1, |y|2 = l},

i.e.

Γ = {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e0, if |x|2 ≡ 3 (mod 4),

x ∈ H(Z) has type o0, if |x|2 ≡ 1 (mod 4)}
= {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e0, if r + s is odd,

x ∈ H(Z) has type o0, if r + s is even},

or

Γ = {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e1, if |x|2 ≡ 3 (mod 4),

x ∈ H(Z) has type o0, if |x|2 ≡ 1 (mod 4)}
= {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e1, if r + s is odd,

x ∈ H(Z) has type o0, if r + s is even}

for suitable ψ, see (2).

(2) What is ψ? There are no elements ip ∈ Qp, il ∈ Ql anymore such that i2p + 1 = 0,
i2l + 1 = 0. We have two possibilities to generalize ψ: Either we define ψ : H(Z) →
PGL2(Kp)× PGL2(Kl), x = x0 + x1i + x2j + x3k 7→([(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)]
,

[(
x0 + x1il x2 + x3il
−x2 + x3il x0 − x1il

)])
,
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where Kp, Kl are quadratic extensions of Qp and Ql respectively, containing elements ip ∈
Kp, il ∈ Kl such that i2p + 1 = 0, i2l + 1 = 0,
or we define ψ : H(Z)→ PGL2(Qp)× PGL2(Ql), x = x0 + x1i + x2j + x3k 7→([(

x0 + x1cp + x3dp −x1dp + x2 + x3cp
−x1dp − x2 + x3cp x0 − x1cp − x3dp

)]
,

[(
x0 + x1cl + x3dl −x1dl + x2 + x3cl
−x1dl − x2 + x3cl x0 − x1cl − x3dl

)])
,

where cp, dp ∈ Qp, cl, dl ∈ Ql are elements such that c2
p + d2

p + 1 = 0, c2
l + d2

l + 1 = 0.
Such elements exist since the equation x2 + y2 + 1 = 0 has solutions in Zp and Zl (see
[22, Proposition 2.4.3]) and then applying Hensel’s Lemma. Both constructions of ψ are
equivalent in the sense that they will give the same defining relations, hence the same group
Γ. This mainly follows from ψ(xy) = ψ(x)ψ(y) for both ψ. Therefore, we will always choose
any of those definitions of ψ in the following constructions.

(3) If p ≡ 3 (mod 8), then p can be written as a sum of (0 and) three odd squares (by Lemma
44(2),(3)). So if we take for example one generator a1 := ψ(x) such that x = 0+x1i+x2j+x3k

and |x|2 = x2
1 + x2

2 + x2
3 = p, then

a1 = ψ(x) = ψ(−x) = ψ(x̄) = ψ(x)−1 = a−1
1 ,

i.e. a2
1 = 1 in Γ, in particular Γ is not torsion-free and therefore no (p + 1, l + 1)-group. We

can avoid this problem by changing the type from e0 to e1:

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, Re(x) > 0, |x|2 = p}

and
{b1, . . . , b l+1

2
}±1 = {ψ(y) | y ∈ H(Z) has type e1, Re(y) > 0, |y|2 = l}

whenever p ≡ 3 (mod 8) or l ≡ 3 (mod 8) (see Section 5.3.3, 5.3.4).

In the remaining case p, l ≡ 7 (mod 8), we essentially (we could replace e1 by e2 or e3) have
two possibilities: Either we again take

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, Re(x) > 0, |x|2 = p}

and
{b1, . . . , b l+1

2
}±1 = {ψ(y) | y ∈ H(Z) has type e1, Re(y) > 0, |y|2 = l}

(see Section 5.3.1) or we take

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e0, Re(x) > 0, |x|2 = p}

and
{b1, . . . , b l+1

2
}±1 = {ψ(y) | y ∈ H(Z) has type e0, Re(y) > 0, |y|2 = l}

(see Section 5.3.2). These two constructions give different groups (e.g. we have different
abelianizations in our examples, see the list in Section 5.5).

We always avoid type-mixing constructions, since if x has type eι, |x|2 = p and y has type
eκ 6= eι, |y|2 = l, then |xy|2 = pl ≡ 1 (mod 4). Hence, by Lemma 44(2), |xy|2 can be written
as a sum of three squares (one odd and two even squares). By the following multiplication
table (Table 19), xy has type o1, o2 or o3, in particular Re(xy) is even, so it can happen that
Re(xy) = 0, but then xy = −xy, hence (xy)2 = xy(−xy) ∈ Z and (ψ(xy))2 is the identity
in Γ which implies that Γ is not torsion-free.

In all constructions of Γ, we have

Γ0 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = p2rl2s; r, s ∈ N0} < PSL2(Qp)× PSL2(Ql)

as in Section 5.2.
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· type o0 type o1 type o2 type o3 type e0 type e1 type e2 type e3

type o0 type o0 type o1 type o2 type o3 type e0 type e1 type e2 type e3

type o1 type o1 type o0 type o3 type o2 type e1 type e0 type e3 type e2

type o2 type o2 type o3 type o0 type o1 type e2 type e3 type e0 type e1

type o3 type o3 type o2 type o1 type o0 type e3 type e2 type e1 type e0

type e0 type e0 type e1 type e2 type e3 type o0 type o1 type o2 type o3

type e1 type e1 type e0 type e3 type e2 type o1 type o0 type o3 type o2

type e2 type e2 type e3 type e0 type e1 type o2 type o3 type o0 type o1

type e3 type e3 type e2 type e1 type e0 type o3 type o2 type o1 type o0

Table 19: Multiplication table of quaternion types

5.3.1 p, l ≡ 7 (mod 8), type e1

Let p, l ≡ 7 (mod 8) be distinct primes. We take

{a1, . . . , a p+1
2
} = {ψ(x) | x = x0 + x1i + x2j + x3k ∈ H(Z) has type e1, x0 > 0, x1 > 0, |x|2 = p}

and

{b1, . . . , b l+1
2
} = {ψ(y) | y = y0 + y1i + y2j + y3k ∈ H(Z) has type e1, y0 > 0, y1 > 0, |y|2 = l}

and define Γp,l as group generated by a1, . . . , a p+1
2

, b1, . . . , b l+1
2

. As an illustration of this construc-
tion, we give two examples: First (p, l) = (7, 23).

a1 = ψ(1 + 2i + j + k),

a2 = ψ(1 + 2i + j − k),

a3 = ψ(1 + 2i− j + k),

a4 = ψ(1 + 2i− j − k),

b1 = ψ(1 + 2i + 3j + 3k),

b2 = ψ(1 + 2i + 3j − 3k),

b3 = ψ(1 + 2i− 3j − 3k),

b4 = ψ(1 + 2i− 3j + 3k),

b5 = ψ(3 + 2i + j + 3k),

b6 = ψ(3 + 2i + j − 3k),

b7 = ψ(3 + 2i− j + 3k),

b8 = ψ(3 + 2i− j − 3k),

b9 = ψ(3 + 2i + 3j + k),

b10 = ψ(3 + 2i− 3j + k),

b11 = ψ(3 + 2i + 3j − k),

b12 = ψ(3 + 2i− 3j − k)

defines the (8, 24)-group
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Example 42.

R(4, 12) :=



a1b1a
−1
3 b−1

4 , a1b2a
−1
4 b5, a1b3a2b8, a1b4a2b7,

a1b5a
−1
3 b−1

7 , a1b6a
−1
2 b−1

5 , a1b7a
−1
4 b−1

10 , a1b8a
−1
1 b12,

a1b9a
−1
4 b4, a1b10a

−1
3 b−1

9 , a1b11a3b2, a1b12a3b3,

a1b
−1
12 a−1

4 b−1
2 , a1b

−1
11 a−1

2 b9, a1b
−1
10 a4b

−1
11 , a1b

−1
9 a−1

3 b10,

a1b
−1
7 a4b

−1
6 , a1b

−1
6 a−1

4 b11, a1b
−1
5 a−1

2 b6, a1b
−1
4 a−1

4 b−1
8 ,

a1b
−1
3 a4b

−1
1 , a1b

−1
2 a−1

2 b1, a1b
−1
1 a4b

−1
3 , a2b1a4b9,

a2b3a
−1
3 b11, a2b4a4b10, a2b6a

−1
3 b1, a2b9a

−1
3 b−1

5 ,

a2b10a
−1
2 b7, a2b12a

−1
4 b−1

11 , a2b
−1
12 a−1

3 b8, a2b
−1
11 a−1

4 b12,

a2b
−1
9 a3b

−1
12 , a2b

−1
8 a−1

4 b6, a2b
−1
7 a−1

3 b−1
3 , a2b

−1
5 a3b

−1
8 ,

a2b
−1
4 a3b

−1
2 , a2b

−1
3 a−1

4 b2, a2b
−1
2 a3b

−1
4 , a2b

−1
1 a−1

3 b−1
10 ,

a3b4a
−1
4 b−1

3 , a3b5a4b1, a3b6a4b2, a3b8a
−1
4 b−1

7 ,

a3b10a
−1
4 b−1

12 , a3b11a
−1
3 b6, a3b

−1
7 a−1

4 b8, a4b5a
−1
4 b9



.

Theorem 42. (1) Ph
∼= PSL2(7) < S8, Pv

∼= PGL2(23) < S24.

(2) Γab ∼= Z2 × Z2
8, [Γ, Γ]ab ∼= Z3 × Z2

8 × Z64, Γab
0
∼= Z2 × Z3 × Z2

8.

Proof. (1)

ρv(b1) = (1, 5, 3, 2)(4, 8, 6, 7),

ρv(b2) = (1, 4, 2, 6)(3, 7, 8, 5),

ρv(b3) = (1, 5, 7, 6)(2, 3, 4, 8),

ρv(b4) = (1, 3, 7, 4)(2, 6, 5, 8),

ρv(b5) = (1, 2, 3, 7, 8, 6, 4),

ρv(b6) = (1, 5, 8, 7, 6, 4, 2),

ρv(b7) = (1, 3, 4, 8, 5, 6, 7),

ρv(b8) = (1, 4, 3, 2, 6, 5, 7),

ρv(b9) = (1, 3, 7, 6, 8, 5, 2),

ρv(b10) = (1, 4, 8, 6, 5, 2, 3),

ρv(b11) = (1, 5, 7, 8, 3, 2, 4),

ρv(b12) = (2, 6, 7, 5, 8, 3, 4),

ρh(a1) = (1, 22, 12, 17, 3, 24, 23, 11, 15, 16, 14, 19, 20, 2, 13, 8, 21, 9, 10, 7, 5, 6, 18, 4),

ρh(a2) = (1, 2, 21, 7, 15, 4, 23, 22, 8, 20, 19, 17, 13, 14, 3, 18, 10, 24, 6, 5, 9, 11, 12, 16),

ρh(a3) = (1, 19, 11, 22, 7, 8, 12, 10, 9, 13, 3, 4, 23, 6, 14, 2, 21, 24, 5, 17, 18, 20, 16, 15),

ρh(a4) = (1, 22, 21, 10, 14, 13, 15, 18, 17, 4, 16, 5, 23, 12, 11, 6, 8, 7, 19, 2, 3, 24, 9, 20).
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(2) GAP ([28]).

Our second example is Γ7,31:

a1 = ψ(1 + 2i + j + k),

a2 = ψ(1 + 2i + j − k),

a3 = ψ(1 + 2i− j + k),

a4 = ψ(1 + 2i− j − k),

b1 = ψ(1 + 2i + j + 5k),

b2 = ψ(1 + 2i + j − 5k),

b3 = ψ(1 + 2i− j + 5k),

b4 = ψ(1 + 2i− j − 5k),

b5 = ψ(1 + 2i + 5j + k),

b6 = ψ(1 + 2i + 5j − k),

b7 = ψ(1 + 2i− 5j + k),

b8 = ψ(1 + 2i− 5j − k),

b9 = ψ(5 + 2i + j + k),

b10 = ψ(5 + 2i + j − k),

b11 = ψ(5 + 2i− j + k),

b12 = ψ(5 + 2i− j − k),

b13 = ψ(3 + 2i + 3j + 3k),

b14 = ψ(3 + 2i + 3j − 3k),

b15 = ψ(3 + 2i− 3j + 3k),

b16 = ψ(3 + 2i− 3j − 3k).
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Example 43.

R(4, 16) :=



a1b1a
−1
4 b−1

8 , a1b2a
−1
3 b−1

16 , a1b3a1b
−1
14 , a1b4a4b1,

a1b5a4b8, a1b6a1b
−1
15 , a1b7a

−1
4 b−1

10 , a1b8a
−1
3 b−1

6 ,

a1b9a
−1
1 b−1

9 , a1b10a
−1
4 b−1

3 , a1b11a4b14, a1b12a
−1
2 b−1

11 ,

a1b13a1b
−1
12 , a1b14a

−1
3 b−1

4 , a1b15a4b10, a1b16a
−1
4 b−1

13 ,

a1b
−1
16 a−1

2 b7, a1b
−1
13 a−1

4 b16, a1b
−1
11 a−1

4 b2, a1b
−1
10 a−1

3 b12,

a1b
−1
8 a−1

2 b15, a1b
−1
7 a3b

−1
5 , a1b

−1
6 a−1

4 b11, a1b
−1
5 a3b

−1
7 ,

a1b
−1
4 a−1

4 b5, a1b
−1
3 a−1

2 b4, a1b
−1
2 a2b

−1
1 , a1b

−1
1 a2b

−1
2 ,

a2b1a
−1
3 b−1

12 , a2b2a3b3, a2b4a2b
−1
13 , a2b5a2b

−1
16 ,

a2b6a
−1
3 b−1

3 , a2b7a3b6, a2b9a3b16, a2b10a
−1
2 b−1

10 ,

a2b11a
−1
4 b−1

9 , a2b12a
−1
3 b−1

5 , a2b13a3b12, a2b14a2b
−1
11 ,

a2b15a
−1
3 b−1

14 , a2b
−1
15 a−1

4 b1, a2b
−1
14 a−1

3 b15, a2b
−1
9 a−1

3 b8,

a2b
−1
8 a4b

−1
6 , a2b

−1
7 a−1

3 b2, a2b
−1
6 a4b

−1
8 , a2b

−1
5 a−1

4 b7,

a2b
−1
4 a−1

3 b9, a2b
−1
3 a−1

4 b13, a3b1a3b
−1
16 , a3b2a

−1
4 b−1

1 ,

a3b5a
−1
4 b−1

14 , a3b8a3b
−1
13 , a3b11a

−1
3 b−1

11 , a3b13a
−1
4 b−1

6 ,

a3b15a3b
−1
10 , a3b

−1
9 a−1

4 b10, a3b
−1
4 a4b

−1
3 , a3b

−1
3 a4b

−1
4 ,

a4b2a4b
−1
15 , a4b7a4b

−1
14 , a4b12a

−1
4 b−1

12 , a4b16a4b
−1
9 ]



.

Theorem 43. (1) Ph
∼= PGL2(7) < S8, Pv

∼= PSL2(31) < S32.

(2) Γab ∼= Z2 × Z3 × Z2
8, [Γ, Γ]ab ∼= Z2

2 × Z2
8 × Z64, Γab

0
∼= Z2 × Z3 × Z2

8.
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Proof. (1)

ρv(b1) = (1, 7, 6, 3, 4, 2, 8, 5),

ρv(b2) = (1, 7, 3, 2, 8, 6, 5, 4),

ρv(b3) = (1, 4, 6, 2, 3, 5, 7, 8),

ρv(b4) = (1, 3, 5, 8, 4, 6, 7, 2),

ρv(b5) = (1, 6, 5, 7, 2, 3, 8, 4),

ρv(b6) = (1, 3, 4, 7, 6, 2, 5, 8),

ρv(b7) = (1, 6, 7, 3, 8, 5, 4, 2),

ρv(b8) = (1, 4, 7, 8, 6, 3, 2, 5),

ρv(b9) = (2, 4, 5, 6, 7, 3),

ρv(b10) = (1, 4, 3, 6, 8, 5),

ρv(b11) = (1, 2, 7, 5, 8, 4),

ρv(b12) = (1, 8, 7, 6, 2, 3),

ρv(b13) = (1, 4, 2, 7, 3, 6, 5, 8),

ρv(b14) = (1, 8, 6, 7, 2, 3, 4, 5),

ρv(b15) = (1, 8, 4, 5, 7, 6, 3, 2),

ρv(b16) = (1, 3, 6, 2, 7, 8, 5, 4),

ρh(a1) = (1, 31, 22, 27, 18, 25, 5, 26, 17, 20, 21, 23, 15, 6, 8)

(2, 32, 4, 14, 3, 10, 7, 28, 29, 30, 19, 11, 12, 13, 16),

ρh(a2) = (1, 31, 26, 28, 17, 9, 11, 14, 15, 8, 27, 7, 16, 5, 12)

(2, 32, 18, 19, 22, 21, 13, 4, 3, 6, 25, 24, 29, 20, 30),

ρh(a3) = (1, 2, 7, 28, 21, 32, 17, 31, 3, 29, 19, 18, 23, 24, 16)

(4, 30, 27, 25, 20, 12, 10, 15, 14, 5, 26, 6, 13, 8, 9),

ρh(a4) = (1, 15, 2, 11, 6, 25, 32, 31, 18, 10, 9, 16, 13, 3, 29)

(4, 30, 23, 26, 19, 28, 8, 27, 20, 17, 24, 22, 14, 7, 5).

(2) GAP ([28]).

5.3.2 p, l ≡ 7 (mod 8), type e0

Again, let p, l ≡ 7 (mod 8) be distinct primes, but now we take

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e0, Re(x) > 0, |x|2 = p}

and
{b1, . . . , b l+1

2
}±1 = {ψ(y) | y ∈ H(Z) has type e0, Re(y) > 0, |y|2 = l}.

We denote the group
〈a1, . . . , a p+1

2
, b1, . . . , b l+1

2
〉

by Γp,l,e0 to distinguish it from Γp,l defined in Section 5.3.1.
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For p = 7, l = 23, we choose now

a1 = ψ(2 + i + j + k),

a2 = ψ(2 + i + j − k),

a3 = ψ(2 + i− j + k),

a4 = ψ(2 − i + j + k),

b1 = ψ(2 + i + 3j + 3k),

b2 = ψ(2 + i + 3j − 3k),

b3 = ψ(2 + i− 3j − 3k),

b4 = ψ(2 + i− 3j + 3k),

b5 = ψ(2 + 3i + j + 3k),

b6 = ψ(2 + 3i + j − 3k),

b7 = ψ(2 − 3i + j − 3k),

b8 = ψ(2 − 3i + j + 3k),

b9 = ψ(2 + 3i + 3j + k),

b10 = ψ(2 + 3i− 3j + k),

b11 = ψ(2 − 3i− 3j + k),

b12 = ψ(2 − 3i + 3j + k).

This defines the (8, 24)-group Γ7,23,e0

Example 44.

R(4, 12) :=



a1b1a3b9, a1b2a
−1
1 b−1

12 , a1b3a
−1
3 b−1

2 , a1b4a3b10,

a1b5a2b1, a1b6a2b2, a1b7a
−1
2 b−1

8 , a1b8a
−1
1 b−1

4 ,

a1b9a4b5, a1b10a
−1
1 b−1

6 , a1b11a
−1
4 b−1

10 , a1b12a4b8,

a1b
−1
12 a−1

3 b11, a1b
−1
11 a−1

2 b−1
9 , a1b

−1
9 a−1

2 b−1
11 , a1b

−1
7 a−1

3 b−1
5 ,

a1b
−1
6 a−1

4 b7, a1b
−1
5 a−1

3 b−1
7 , a1b

−1
4 a−1

2 b3, a1b
−1
3 a−1

4 b−1
1 ,

a1b
−1
1 a−1

4 b−1
3 , a2b3a

−1
2 b−1

7 , a2b5a
−1
2 b12, a2b6a

−1
3 b−1

11 ,

a2b7a
−1
3 b−1

10 , a2b8a3b
−1
5 , a2b10a

−1
2 b1, a2b12a3b

−1
9 ,

a2b
−1
12 a−1

4 b3, a2b
−1
11 a−1

4 b2, a2b
−1
9 a4b10, a2b

−1
8 a4b

−1
6 ,

a2b
−1
6 a4b

−1
8 , a2b

−1
4 a3b

−1
2 , a2b

−1
2 a3b

−1
4 , a2b

−1
1 a4b4,

a3b1a
−1
3 b6, a3b2a4b

−1
1 , a3b3a

−1
4 b−1

8 , a3b4a
−1
4 b−1

7 ,

a3b6a4b
−1
5 , a3b8a

−1
3 b9, a3b11a

−1
3 b−1

3 , a3b
−1
12 a4b

−1
10 ,

a3b
−1
10 a4b

−1
12 , a4b2a

−1
4 b5, a4b7a

−1
4 b−1

11 , a4b9a
−1
4 b4



.
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Theorem 44. (1) Ph
∼= PSL2(7) < S8, Pv

∼= PGL2(23) < S24.

(2) Γab ∼= Z3
2 × Z4, [Γ, Γ]ab ∼= Z3 × Z4 × Z2

16, Γab
0
∼= Z2 × Z3 × Z2

8.

Proof. (1)

ρv(b1) = (1, 4, 7)(3, 5, 8),

ρv(b2) = (1, 3, 7)(2, 6, 4),

ρv(b3) = (1, 4, 2)(5, 8, 6),

ρv(b4) = (2, 6, 5)(3, 7, 8),

ρv(b5) = (1, 3, 5)(2, 6, 8),

ρv(b6) = (2, 5, 8)(4, 7, 6),

ρv(b7) = (1, 3, 4)(6, 8, 7),

ρv(b8) = (1, 2, 5)(3, 4, 7),

ρv(b9) = (1, 2, 6)(4, 7, 8),

ρv(b10) = (1, 4, 6)(2, 3, 5),

ρv(b11) = (1, 2, 3)(5, 7, 8),

ρv(b12) = (3, 5, 7)(4, 6, 8),

ρh(a1) = (1, 22, 21, 17, 12, 2, 3, 24, 5, 18, 19, 15, 4, 8, 7, 20, 9, 14, 13, 23, 6, 10, 11, 16),

ρh(a2) = (1, 15, 16, 11, 6, 17, 18, 22, 13, 5, 8, 19, 2, 21, 24, 10, 7, 3, 4, 23, 14, 9, 12, 20),

ρh(a3) = (1, 2, 21, 10, 13, 16, 8, 3, 11, 12, 15, 18, 5, 6, 24, 9, 17, 20, 7, 4, 23, 22, 14, 19),

ρh(a4) = (1, 4, 16, 5, 23, 24, 3, 12, 15, 14, 18, 21, 9, 10, 13, 8, 19, 20, 2, 11, 7, 6, 17, 22).

Note that any two of the permutations in the set {ρh(a1), ρh(a2), ρh(a3), ρh(a4)} already
generate Pv

∼= PGL2(23).

(2) GAP ([28]).

5.3.3 p, l ≡ 3 (mod 8)

Let p, l ≡ 3 (mod 8) be distinct primes,

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, Re(x) > 0, |x|2 = p},

{b1, . . . , b l+1
2
}±1 = {ψ(y) | y ∈ H(Z) has type e1, Re(y) > 0, |y|2 = l}

and
Γp,l = 〈a1, . . . , a p+1

2
, b1, . . . , b l+1

2
〉.

We give the example Γ3,11:

a1 = ψ(1 + j + k),

a2 = ψ(1 + j − k),
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b1 = ψ(1 + j + 3k),

b2 = ψ(1 + j − 3k),

b3 = ψ(1 + 3j + k),

b4 = ψ(1 + 3j − k),

b5 = ψ(3 + j + k),

b6 = ψ(3 + j − k).

Example 45.

R(2, 6) :=



a1b1a1b
−1
6 , a1b2a1b

−1
4 ,

a1b3a1b6, a1b4a
−1
2 b−1

3 ,

a1b5a
−1
1 b−1

5 , a1b
−1
3 a−1

2 b4,

a1b
−1
2 a2b

−1
1 , a1b

−1
1 a2b

−1
2 ,

a2b1a2b
−1
3 , a2b2a2b

−1
5 ,

a2b4a2b5, a2b6a
−1
2 b−1

6



.

Theorem 45. (1) Ph
∼= PGL2(3) ∼= S4, Pv

∼= PSL2(11) < S12.

(2) Γab ∼= Z2 × Z2
8, [Γ, Γ]ab ∼= Z2

8 × Z64, Γab
0
∼= Z2 × Z2

8.

Proof. (1)

ρv(b1) = (1, 3, 2, 4),

ρv(b2) = (1, 3, 2, 4),

ρv(b3) = (1, 2, 3, 4),

ρv(b4) = (1, 4, 3, 2),

ρv(b5) = (2, 3),

ρv(b6) = (1, 4),

ρh(a1) = (1, 11, 9, 10, 6)(2, 12, 7, 3, 4),

ρh(a2) = (1, 11, 8, 4, 3)(2, 12, 10, 9, 5).

(2) GAP ([28]).

See Table 20 for the index [Γ : U ], the abelianization Uab and the structure of the quotient
G/U (if U is normal in G), where U = 〈ai, bj〉, ai ∈ {a1, a2}, bj ∈ {b1, . . . , b6}.

b1 b2 b3 b4 b5 b6

a1 2, [8, 8],Z2 8, [8, 32],− 2, [8, 8],Z2 8, [8, 32],− ∞, [0, 0],− 2, [8, 8],Z2

a2 8, [8, 32],− 2, [8, 8],Z2 8, [8, 32],− 2, [8, 8],Z2 2, [8, 8],Z2 ∞, [0, 0],−

Table 20: [Γ : U ], Uab, G/U , where U = 〈ai, bj〉 in Example 45
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5.3.4 p ≡ 3 (mod 8), l ≡ 7 (mod 8)

Let p ≡ 3 (mod 8), l ≡ 7 (mod 8) be primes,

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, Re(x) > 0, |x|2 = p},

{b1, . . . , b l+1
2
} = {ψ(y) | y = y0 + y1i + y2j + y3k ∈ H(Z) has type e1, y0 > 0, y1 > 0, |y|2 = l}

and
Γp,l = 〈a1, . . . , a p+1

2
, b1, . . . , b l+1

2
〉.

We construct the group Γ3,7:

a1 = ψ(1 + j + k),

a2 = ψ(1 + j − k),

b1 = ψ(1 + 2i + j + k),

b2 = ψ(1 + 2i + j − k),

b3 = ψ(1 + 2i− j + k),

b4 = ψ(1 + 2i− j − k).

Example 46.

R(2, 4) :=



a1b1a
−1
2 b−1

2 , a1b2a
−1
1 b3,

a1b3a
−1
2 b−1

4 , a1b4a1b
−1
1 ,

a1b
−1
4 a2b2, a1b

−1
3 a2b1,

a2b3a2b
−1
2 , a2b4a

−1
2 b1


.

Theorem 46. (1) Ph
∼= PSL2(3) ∼= A4, Pv

∼= PGL2(7) < S8.

(2) Γab ∼= Z2 × Z2
4, [Γ, Γ]ab ∼= Z2

8 × Z16, Γab
0
∼= Z2 × Z2

8.

(3a)
Γ/〈〈a6

1, b
4
1, (a1b1)5, (b1b2)5〉〉Γ ∼= PGL2(5) ∼= S5,

Γ/〈〈a5
1, (a1b1)12, (b1b2)5〉〉Γ ∼= PGL2(11),

Γ/〈〈a7
1, (a1b1)14, (b1b2)3〉〉Γ ∼= PGL2(13).

(3b)
〈〈a6

1, b
4
1, (a1b1)5, (b1b2)5〉〉ab

Γ
∼= Z2 × Z3

20.

(4) U(H(Z[1/3, 1/7]))/ZU(H(Z[1/3, 1/7])) has a presentation with generators a1, a2, b1, b2, b3, b4, i, j

and relators

R(2, 4), a1ia1i
−1, a1ja

−1
2 j−1, b1ib

−1
4 i−1, b1jb3j

−1, i2, j2, iji−1j−1.

(5) (U(H(Z[1/3, 1/7]))/ZU(H(Z[1/3, 1/7])))ab ∼= Z4
2.

(6) Aut(X) ∼= D4.

(7) 〈a2
2a

2
1, b
−1
2 b3b4b

−1
1 〉 ∼= Z2.
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Proof. (1)

ρv(b1) = (1, 4, 3),

ρv(b2) = (1, 2, 3),

ρv(b3) = (2, 4, 3),

ρv(b4) = (1, 2, 4),

ρh(a1) = (1, 4, 3, 7, 5, 8, 6, 2),

ρh(a2) = (1, 5, 6, 7, 8, 4, 2, 3).

(2) GAP ([28]).

(3a) Let q be an odd prime distinct from p and l, and choose c, d ∈ Z such that c2 + d2 + 1 ≡ 0
(mod q), then we can define exactly as described in Proposition 48(3) a homomorphism
τ = τc,d : Γp,l → PGL2(q) by

τc,d(γ) =
[(

x0 + x1c + x3d + qZ −x1d + x2 + x3c + qZ
−x1d− x2 + x3c + qZ x0 − x1c− x3d + qZ

)]
.

For q = 5 we have τ0,2 : Γ3,7 � PGL2(5) given by

a1 7→
[(

3 + 5Z 1 + 5Z
4 + 5Z 4 + 5Z

)]
,

a2 7→
[(

4 + 5Z 1 + 5Z
4 + 5Z 3 + 5Z

)]
,

b1 7→
[(

3 + 5Z 2 + 5Z
0 + 5Z 4 + 5Z

)]
,

b2 7→
[(

4 + 5Z 2 + 5Z
0 + 5Z 3 + 5Z

)]
,

b3 7→
[(

3 + 5Z 0 + 5Z
2 + 5Z 4 + 5Z

)]
,

b4 7→
[(

4 + 5Z 0 + 5Z
2 + 5Z 3 + 5Z

)]
.

In the same way τ1,3 : Γ3,7 � PGL2(11) is defined by

a1 7→
[(

4 + 11Z 2 + 11Z
0 + 11Z 9 + 11Z

)]
,

a2 7→
[(

9 + 11Z 0 + 11Z
9 + 11Z 4 + 11Z

)]
,

b1 7→
[(

6 + 11Z 7 + 11Z
5 + 11Z 7 + 11Z

)]
,

b2 7→
[(

0 + 11Z 5 + 11Z
3 + 11Z 2 + 11Z

)]
,

b3 7→
[(

6 + 11Z 5 + 11Z
7 + 11Z 7 + 11Z

)]
,

b4 7→
[(

0 + 11Z 3 + 11Z
5 + 11Z 2 + 11Z

)]
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and τ0,5 : Γ3,7 � PGL2(13) by

a1 7→
[(

6 + 13Z 1 + 13Z
12 + 13Z 9 + 13Z

)]
,

a2 7→
[(

9 + 13Z 1 + 13Z
12 + 13Z 6 + 13Z

)]
,

b1 7→
[(

6 + 13Z 4 + 13Z
2 + 13Z 9 + 13Z

)]
,

b2 7→
[(

9 + 13Z 4 + 13Z
2 + 13Z 6 + 13Z

)]
,

b3 7→
[(

6 + 13Z 2 + 13Z
4 + 13Z 9 + 13Z

)]
,

b4 7→
[(

9 + 13Z 2 + 13Z
4 + 13Z 6 + 13Z

)]
.

(3b) quotpic ([59])

(4) Same idea as in Theorem 41(5) using

U(H(Z[1/p, 1/l]))/ZU(H(Z[1/p, 1/l]))∼= {ψ(x) | x ∈ H(Z), |x|2 = prls; r, s ∈ N0}.

(5) Follows from (4).

(6) GAP ([28]). Aut(X) is generated by the two automorphisms

(a1, a2, b1, b2, b3, b4) 7→ (a1, a
−1
2 , b−1

4 , b−1
2 , b−1

3 , b−1
1 ),

(a1, a2, b1, b2, b3, b4) 7→ (a2, a
−1
1 , b2, b4, b1, b3).

(7) This follows since a2
2a

2
1 = ψ(1 + 8i− 4j) and b−1

2 b3b4b
−1
1 = ψ(41− 24i + 12j) commute.

See Table 21 for the index [Γ : U ], the abelianization Uab and the structure of the quotient
G/U , where U = 〈ai, bj〉, ai ∈ {a1, a2}, bj ∈ {b1, . . . , b4}.

b1 b2 b3 b4

a1 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2 4, [8, 16],Z4

a2 2, [8, 8],Z2 4, [8, 16],Z4 4, [8, 16],Z4 2, [8, 8],Z2

Table 21: [Γ : U ], Uab, G/U , where U = 〈ai, bj〉 in Example 46

5.4 Mixed examples: p ≡ 3 (mod 4), l ≡ 1 (mod 4)

Let p ≡ 3 (mod 4), l ≡ 1 (mod 4) be primes. Similarly as in Section 5.3, we construct groups Γp,l

generated by

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, Re(x) > 0, |x|2 = p}
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and
{b1, . . . , b l+1

2
}±1 = {ψ(y) | y ∈ H(Z) has type o0, Re(y) > 0, |y|2 = l},

(see Section 5.4.1, 5.4.3), i.e.

Γp,l = {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e1, if |x|2 ≡ 3 (mod 4),

x ∈ H(Z) has type o0, if |x|2 ≡ 1 (mod 4)}
= {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e1, if r is odd,

x ∈ H(Z) has type o0, if r is even},

and groups Γp,l,e0 generated by

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e0, Re(x) > 0, |x|2 = p ≡ 7 (mod 8)}

and

{b1, . . . , b l+1
2
}±1 = {ψ(y) | y ∈ H(Z) has type o0, Re(y) > 0, |y|2 = l ≡ 1 (mod 8)},

(see Section 5.4.2), i.e.

Γp,l,e0 = {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e0, if |x|2 ≡ 7 (mod 8),

x ∈ H(Z) has type o0, if |x|2 ≡ 1 (mod 8)}
= {ψ(x) | |x|2 = prls; r, s ∈ N0, x ∈ H(Z) has type e0, if r is odd,

x ∈ H(Z) has type o0, if r is even}.

Note that for both constructions Γp,l and Γp,l,e0 we have

Γ0 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = p2rl2s; r, s ∈ N0} < PSL2(Qp)× PSL2(Ql).

as in Section 5.2 and 5.3.

5.4.1 p ≡ 7 (mod 8), type e1

Let p ≡ 7 (mod 8), l ≡ 1 (mod 4) be primes,

{a1, . . . , a p+1
2
} = {ψ(x) | x = x0 + x1i + x2j + x3k ∈ H(Z) has type e1, x0 > 0, x1 > 0, |x|2 = p},

{b1, . . . , b l+1
2
}±1 = {ψ(y) | y ∈ H(Z) has type o0, Re(y) > 0, |y|2 = l}

and
Γp,l = 〈a1, . . . , a p+1

2
, b1, . . . , b l+1

2
〉.

We study two examples: Γ7,5 is given by

a1 = ψ(1 + 2i + j + k),

a2 = ψ(1 + 2i + j − k),

a3 = ψ(1 + 2i− j + k),

a4 = ψ(1 + 2i− j − k),

b1 = ψ(1 + 2i),

b2 = ψ(1 + 2j),

b3 = ψ(1 + 2k).
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Example 47.

R(4, 3) :=



a1b1a3b
−1
3 , a1b2a4b

−1
2 , a1b3a

−1
4 b2, a1b

−1
3 a4b3,

a1b
−1
2 a2b1, a1b

−1
1 a4b

−1
1 , a2b2a

−1
3 b−1

3 , a2b3a4b1,

a2b
−1
3 a3b3, a2b

−1
2 a3b2, a2b

−1
1 a3b

−1
1 , a3b1a4b2


.

Theorem 47. (1) Ph
∼= PGL2(7) < S8, Pv

∼= PGL2(5) < S6.

(2) Γab ∼= Z2 × Z2
4, [Γ, Γ]ab ∼= Z3 × Z2

8 × Z16, Γab
0
∼= Z2 × Z3 × Z2

8.

(3) Aut(X) ∼= S4.

Proof. (1)

ρv(b1) = (1, 5, 2, 6, 4, 8, 3, 7),

ρv(b2) = (1, 5, 3, 7, 6, 2, 8, 4),

ρv(b3) = (1, 6, 2, 3, 7, 4, 8, 5),

ρh(a1) = (1, 6, 5, 3),

ρh(a2) = (1, 6, 3, 2),

ρh(a3) = (1, 6, 4, 5),

ρh(a4) = (1, 6, 2, 4).

(2) GAP ([28]).

(3) GAP ([28]). Aut(X) is generated by the two automorphisms

(a1, a2, a3, a4, b1, b2, b3) 7→ (a1, a3, a4, a2, b3, b1, b2),

(a1, a2, a3, a4, b1, b2, b3) 7→ (a2, a
−1
4 , a1, a

−1
3 , b1, b

−1
3 , b−1

2 ).

See Table 22 for the index [Γ : U ], the abelianization Uab and the structure of the quotient
G/U , where U = 〈ai, bj〉, ai ∈ {a1, . . . , a4}, bj ∈ {b1, b2, b3}.

b1 b2 b3

a1 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2

a2 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2

a3 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2

a4 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2

Table 22: [Γ : U ], Uab, G/U , where U = 〈ai, bj〉 in Example 47

Our second example is Γ7,13:

a1 = ψ(1 + 2i + j + k),

a2 = ψ(1 + 2i + j − k),

a3 = ψ(1 + 2i− j + k),

a4 = ψ(1 + 2i− j − k),
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b1 = ψ(1 + 2i + 2j + 2k),

b2 = ψ(1 + 2i + 2j − 2k),

b3 = ψ(1 + 2i− 2j + 2k),

b4 = ψ(1− 2i + 2j + 2k),

b5 = ψ(3 + 2i),

b6 = ψ(3 + 2j),

b7 = ψ(3 + 2k).

Example 48.

R(4, 7) :=



a1b1a1b
−1
5 , a1b2a4b3, a1b3a

−1
1 b−1

2 , a1b4a4b
−1
1 ,

a1b5a2b6, a1b6a
−1
2 b−1

3 , a1b7a3b5, a1b
−1
7 a−1

3 b−1
4 ,

a1b
−1
6 a−1

4 b−1
7 , a1b

−1
4 a−1

2 b−1
6 , a1b

−1
2 a−1

3 b7, a1b
−1
1 a4b4,

a2b1a
−1
2 b4, a2b2a2b

−1
5 , a2b3a

−1
4 b7, a2b5a4b

−1
7 ,

a2b7a
−1
3 b−1

6 , a2b
−1
7 a−1

4 b−1
1 , a2b

−1
4 a3b1, a2b

−1
3 a3b

−1
2 ,

a2b
−1
2 a3b

−1
3 , a3b3a3b

−1
5 , a3b4a

−1
3 b1, a3b6a

−1
4 b2,

a3b
−1
6 a4b5, a3b

−1
1 a−1

4 b−1
6 , a4b2a

−1
4 b−1

3 , a4b
−1
5 a4b

−1
4



.

Theorem 48. (1) Ph
∼= PGL2(7) < S8, Pv

∼= PGL2(13) < S14.

(2) Γab ∼= Z2 × Z3 × Z2
4, [Γ, Γ]ab ∼= Z2

2 × Z2
8 × Z16, Γab

0
∼= Z2 × Z3 × Z2

8.

Proof. (1)

ρv(b1) = (1, 5, 6, 2, 4, 8),

ρv(b2) = (2, 6, 8, 4, 3, 7),

ρv(b3) = (1, 2, 6, 3, 7, 5),

ρv(b4) = (1, 3, 7, 8, 4, 5),

ρv(b5) = (1, 8, 2, 7, 4, 5, 3, 6),

ρv(b6) = (1, 2, 3, 4, 6, 5, 8, 7),

ρv(b7) = (1, 4, 2, 5, 7, 6, 8, 3),

ρh(a1) = (1, 4, 8, 13, 12, 2, 3, 6, 11, 14, 10, 7, 9, 5),

ρh(a2) = (1, 8, 3, 13, 10, 6, 7, 5, 2, 12, 9, 4, 14, 11),

ρh(a3) = (1, 11, 7, 2, 12, 10, 9, 8, 5, 3, 13, 6, 14, 4),

ρh(a4) = (1, 4, 10, 8, 6, 5, 11, 14, 7, 12, 13, 3, 2, 9).

(2) GAP ([28]).
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5.4.2 p ≡ 7 (mod 8), type e0, l ≡ 1 (mod 8)

Let p ≡ 7 (mod 8), l ≡ 1 (mod 8) be primes,

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e0, Re(x) > 0, |x|2 = p}

and
{b1, . . . , b l+1

2
}±1 = {ψ(y) | y ∈ H(Z) has type o0, Re(y) > 0, |y|2 = l}.

We denote the group 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
〉 by Γp,l,e0 . Note that we have two restrictions in

this type e0 case. Firstly, we exclude p ≡ 3 (mod 8) for the reasons explained in Section 5.3.
Secondly, we exclude the case p ≡ 7 (mod 8), l ≡ 5 (mod 8). To motivate it, observe that if x

has type e0, |x|2 = p ≡ 7 (mod 8) and y has type o0, |y|2 = l ≡ 1 (mod 8), then xy has type e0

such that |xy|2 = pl ≡ 7 (mod 8), in particular Re(xy) 6= 0 by Lemma 44(2). However, if x has
type e0, |x|2 = p ≡ 7 (mod 8) and y has type o0, |y|2 = l ≡ 5 (mod 8), then xy has type e0 such
that |xy|2 = pl ≡ 3 (mod 8) and it can happen that Re(xy) = 0. But this means that xy = −xy,
hence (xy)2 = xy(−xy) ∈ Z. As a consequence, ψ((xy)2) is the identity in Γ and Γ is therefore
not torsion-free (x, y generate a “projective plane”). We will give an example for this phenomenon
later in this section, but first we look at the group Γ7,17,e0 :

a1 = ψ(2 + i + j + k),

a2 = ψ(2 + i + j − k),

a3 = ψ(2 + i− j + k),

a4 = ψ(2 − i + j + k),

b1 = ψ(1 + 4i),

b2 = ψ(1 + 4j),

b3 = ψ(1 + 4k),

b4 = ψ(3 + 2i + 2j),

b5 = ψ(3 + 2i− 2j),

b6 = ψ(3 + 2i + 2k),

b7 = ψ(3 + 2i− 2k),

b8 = ψ(3 + 2j + 2k),

b9 = ψ(3 + 2j − 2k).
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Example 49.

R(4, 9) :=



a1b1a2b4, a1b2a4b8, a1b3a3b6, a1b4a2b2,

a1b5a4b
−1
6 , a1b6a3b1, a1b7a

−1
3 b−1

2 , a1b8a4b3,

a1b9a3b
−1
4 , a1b

−1
9 a−1

4 b−1
1 , a1b

−1
8 a3b

−1
5 , a1b

−1
7 a2b

−1
8 ,

a1b
−1
6 a2b

−1
9 , a1b

−1
5 a−1

2 b−1
3 , a1b

−1
4 a4b7, a1b

−1
3 a−1

2 b5,

a1b
−1
2 a−1

3 b−1
7 , a1b

−1
1 a−1

4 b9, a2b1a
−1
4 b7, a2b6a

−1
3 b−1

4 ,

a2b7a
−1
4 b−1

3 , a2b8a3b
−1
1 , a2b9a

−1
3 b2, a2b

−1
7 a−1

3 b5,

a2b
−1
6 a4b

−1
2 , a2b

−1
5 a−1

4 b−1
9 , a2b

−1
4 a−1

4 b8, a2b
−1
3 a−1

3 b9,

a2b
−1
2 a4b6, a2b

−1
1 a3b

−1
8 , a3b4a4b

−1
3 , a3b5a

−1
4 b1,

a3b8a
−1
4 b−1

6 , a3b9a
−1
4 b−1

7 , a3b
−1
3 a4b

−1
4 , a3b

−1
2 a−1

4 b5



.

Theorem 49. (1) Ph
∼= PGL2(7) < S8, Pv

∼= PGL2(17) < S18.

(2) Γab ∼= Z3
2 × Z4, [Γ, Γ]ab ∼= Z3 × Z4 × Z2

16, Γab
0
∼= Z2 × Z3 × Z2

8.

Proof. (1)

ρv(b1) = (1, 4, 3, 7, 5, 8, 2, 6),

ρv(b2) = (1, 3, 2, 5, 6, 8, 4, 7),

ρv(b3) = (1, 2, 4, 6, 7, 8, 3, 5),

ρv(b4) = (1, 6, 4, 8, 2, 3, 5, 7),

ρv(b5) = (1, 6, 5, 7, 8, 4, 3, 2),

ρv(b6) = (1, 5, 2, 8, 3, 4, 7, 6),

ρv(b7) = (1, 3, 4, 2, 8, 6, 7, 5),

ρv(b8) = (1, 7, 3, 8, 4, 2, 6, 5),

ρv(b9) = (1, 7, 6, 5, 8, 3, 2, 4),

ρh(a1) = (1, 10, 18, 6, 5, 11, 2, 7, 17, 4, 9, 13, 3, 14, 16, 8, 12, 15),

ρh(a2) = (1, 8, 18, 4, 6, 10, 16, 5, 3, 7, 11, 15, 2, 13, 17, 9, 14, 12),

ρh(a3) = (1, 11, 18, 5, 7, 9, 3, 4, 16, 6, 8, 14, 17, 12, 2, 10, 15, 13),

ρh(a4) = (1, 14, 13, 11, 3, 15, 16, 12, 10, 5, 2, 6, 17, 8, 4, 7, 18, 9).

(2) GAP ([28]).

We illustrate now, why the (type e0) construction does not work in the case p ≡ 7 (mod 8),
l ≡ 5 (mod 8). Take p = 7, l = 5: if for example a1 = ψ(2 + i + j + k), b1 = ψ(1 + 2i), then
ψ((a1b1)2) = ψ(−35) = 1Γ, i.e. we have a projective plane, Γ is not torsion-free and therefore no
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(8, 6)-group. Nevertheless, we can do some computations: If we take

a1 = ψ(2 + i + j + k),

a2 = ψ(2 + i + j − k),

a3 = ψ(2 + i− j + k),

a4 = ψ(2 − i + j + k),

b1 = ψ(1 + 2i),

b2 = ψ(1 + 2j),

b3 = ψ(1 + 2k),

then we get a group Γ with generators a1, a2, a3, a4, b1, b2, b3 and the following 18 (not 12 !)
relators, where the twelve projective planes are printed bold:

Example 50. 

a1b1a1b1, a1b2a1b2, a1b3a1b3,

a1b
−1
3 a4b

−1
2 , a1b

−1
2 a2b

−1
1 , a1b

−1
1 a3b

−1
3 ,

a2b1a2b1, a2b2a2b2, a2b3a
−1
4 b−1

1 ,

a2b−1
3 a2b−1

3 , a2b
−1
2 a−1

3 b3, a3b1a3b1,

a3b3a3b3, a3b−1
2 a3b−1

2 , a3b
−1
1 a−1

4 b2,

a4b2a4b2, a4b3a4b3, a4b−1
1 a4b−1

1



.

Theorem 50. Let Γ0 := ker(Γ → Z2
2, ai 7→ (1, 0), bj 7→ (0, 1)), generalizing the definition of the

subgroup Γ0 of a (2m, 2n)-group Γ.

(1) Γab ∼= Z3
2 × Z4.

(2) [Γ, Γ]ab ∼= Z3 × Z4 × Z2
16.

(3) Γab
0
∼= Z2 × Z3 × Z2

8.

(4) Γ has the (vertical) amalgam decomposition

Γ ∼= F3 ∗F17 (Z∗12
2 ∗ F3).

(5) Γ0 has the (vertical) amalgam decomposition

Γ0
∼= F5 ∗F33 F5,

in particular Γ0 is torsion-free and Γ is virtually torsion-free.

Proof. (1), (2), (3): GAP ([28]).

(4), (5): See Appendix B.1.
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Remark. Taking a generalized definition of ρh, ρv, Ph, Pv, we get

ρv(b1) = (1, 7, 2, 4, 5, 6, 3, 8),

ρv(b2) = (1, 5, 4, 3, 6, 7, 2, 8),

ρv(b3) = (1, 6, 3, 2, 7, 5, 4, 8),

ρh(a1) = (1, 5, 2, 4, 3, 6),

ρh(a2) = (1, 3, 4, 5, 2, 6),

ρh(a3) = (1, 4, 3, 2, 5, 6),

ρh(a4) = (1, 6, 4, 3, 5, 2),

generating Ph
∼= PGL2(7) < S8 and Pv

∼= PGL2(5) < S6 respectively.

We can take the six relators of Γ in Example 50 which are not projective planes and embed
them in a (PGL2(7), PGL2(5))-group as follows:

Example 51.

R(4, 3) :=



a1b1a
−1
4 b1, a1b2a

−1
3 b2, a1b3a

−1
2 b3, a1b

−1
3 a4b

−1
2 ,

a1b
−1
2 a2b

−1
1 , a1b

−1
1 a3b

−1
3 , a2b1a3b1, a2b2a4b2,

a2b3a
−1
4 b−1

1 , a2b
−1
2 a−1

3 b3, a3b3a4b3, a3b
−1
1 a−1

4 b2


.

Theorem 51. (1) Ph
∼= PGL2(7) < S8, Pv

∼= PGL2(5) < S6.

(2) Ph(X0) ∼= PSL2(7), Pv(X0) ∼= PSL2(5), independent of the four vertices of X0.

(3) Γab ∼= Z2
2 × Z3

3, [Γ, Γ]ab ∼= Z3 × Z3
9, Γab

0
∼= Z4

3.

Proof. (1)

ρv(b1) = (1, 7, 3, 8, 5, 6, 2, 4),

ρv(b2) = (1, 5, 2, 8, 6, 7, 4, 3),

ρv(b3) = (1, 6, 4, 8, 7, 5, 3, 2),

ρh(a1) = (1, 5, 2, 4, 3, 6),

ρh(a2) = (1, 3, 4, 5, 2, 6),

ρh(a3) = (1, 4, 3, 2, 5, 6),

ρh(a4) = (1, 6, 4, 3, 5, 2).

(2) GAP ([28]).

(3) GAP ([28]).
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5.4.3 p ≡ 3 (mod 8)

Let p ≡ 3 (mod 8), l ≡ 1 (mod 4) be primes,

{a1, . . . , a p+1
2
}±1 = {ψ(x) | x ∈ H(Z) has type e1, Re(x) > 0, |x|2 = p},

{b1, . . . , b l+1
2
}±1 = {ψ(y) | y ∈ H(Z) has type o0, Re(y) > 0, |y|2 = l}

and
Γp,l = 〈a1, . . . , a p+1

2
, b1, . . . , b l+1

2
〉.

For example Γ3,5 is given by

a1 = ψ(1 + j + k),

a2 = ψ(1 + j − k),

b1 = ψ(1 + 2i),

b2 = ψ(1 + 2j),

b3 = ψ(1 + 2k).

Example 52.

R(2, 3) :=



a1b1a2b2, a1b2a2b
−1
1 ,

a1b3a
−1
2 b1, a1b

−1
3 a1b

−1
2 ,

a1b
−1
1 a−1

2 b3, a2b3a2b
−1
2


.

See Appendix D.8 for the GAP-program([28]) constructing Γ3,5.

Theorem 52. (1) Ph
∼= PGL2(3) ∼= S4, Pv

∼= PGL2(5) < S6.

(2) Γab ∼= Z2 × Z2
4, [Γ, Γ]ab ∼= Z2

8 × Z16, Γab
0
∼= Z2 × Z2

8.

(3a)
Γ/〈〈a8

1, (a1b1)7, (b1b2)3〉〉Γ ∼= PGL2(7),

Γ/〈〈a5
1, a

5
2, b

6
1, (a1b1)3〉〉Γ ∼= PSL2(11),

Γ/〈〈a7
1, a

7
2, (a1b1)4〉〉Γ ∼= PGL2(13).

(3b)
〈〈a8

1, (a1b1)7, (b1b2)3〉〉ab
Γ
∼= Z14 × Z2

56,

〈〈a5
1, a

5
2, b

6
1, (a1b1)3〉〉ab

Γ
∼= Z2 × Z22 × Z2

44.

(4) U(H(Z[1/3, 1/5]))/ZU(H(Z[1/3, 1/5])) has a presentation with generators a1, a2, b1, b2, b3, i, j

and relators

R(2, 3), a1ia1i
−1, a1ja

−1
2 j−1, b1ib

−1
1 i−1, b1jb1j

−1, i2, j2, iji−1j−1.

(5) (U(H(Z[1/3, 1/5]))/ZU(H(Z[1/3, 1/5])))ab ∼= Z4
2.

(6) Aut(X) ∼= D4.

(7) Γ is commutative transitive.
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(8) If a ∈ {a1, a2, a
−1
2 , a−1

1 } and b ∈ {b1, b2, b3, b
−1
3 , b−1

2 , b−1
1 }, then 〈a, b〉 is an anti-torus in Γ.

(9) 〈a1, b1〉 6= F2.

(10) Γ < SO3(Q).

(11) ZΓ(ai) = NΓ(〈ai〉) = 〈ai〉, if ai ∈ {a1, a2},
ZΓ(bj) = NΓ(〈bj〉) = 〈bj〉, if bj ∈ {b1, b2, b3}.

(12) Γ has amalgam decompositions

F3 ∗F9 F5
∼= Γ ∼= F2 ∗F7 F4.

Proof. (1)

ρv(b1) = (1, 3, 4, 2),

ρv(b2) = (1, 4, 2, 3),

ρv(b3) = (1, 4, 3, 2),

ρh(a1) = (1, 2, 4, 6, 3, 5),

ρh(a2) = (1, 4, 5, 6, 2, 3).

(2) GAP ([28]).

(3a) Let q be an odd prime distinct from p and l, and choose c, d ∈ Z such that c2 + d2 + 1 ≡ 0
(mod q), then we can define exactly as described in Proposition 48(3) a homomorphism
τ = τc,d : Γp,l → PGL2(q) by

τc,d(γ) =
[(

x0 + x1c + x3d + qZ −x1d + x2 + x3c + qZ
−x1d− x2 + x3c + qZ x0 − x1c− x3d + qZ

)]
.

For q = 7 we have τ2,3 : Γ3,5 � PGL2(7) given by

a1 7→
[(

4 + 7Z 3 + 7Z
1 + 7Z 5 + 7Z

)]
,

a2 7→
[(

5 + 7Z 6 + 7Z
4 + 7Z 4 + 7Z

)]
,

b1 7→
[(

5 + 7Z 1 + 7Z
1 + 7Z 4 + 7Z

)]
,

b2 7→
[(

1 + 7Z 2 + 7Z
5 + 7Z 1 + 7Z

)]
,

b3 7→
[(

0 + 7Z 4 + 7Z
4 + 7Z 2 + 7Z

)]
.

In the same way τ1,3 : Γ3,5 � PSL2(11) is defined by

a1 7→
[(

4 + 11Z 2 + 11Z
0 + 11Z 9 + 11Z

)]
,

a2 7→
[(

9 + 11Z 0 + 11Z
9 + 11Z 4 + 11Z

)]
,
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b1 7→
[(

3 + 11Z 5 + 11Z
5 + 11Z 10 + 11Z

)]
,

b2 7→
[(

1 + 11Z 2 + 11Z
9 + 11Z 1 + 11Z

)]
,

b3 7→
[(

7 + 11Z 2 + 11Z
2 + 11Z 6 + 11Z

)]
and τ0,5 : Γ3,5 � PGL2(13) by

a1 7→
[(

6 + 13Z 1 + 13Z
12 + 13Z 9 + 13Z

)]
,

a2 7→
[(

9 + 13Z 1 + 13Z
12 + 13Z 6 + 13Z

)]
,

b1 7→
[(

1 + 13Z 3 + 13Z
3 + 13Z 1 + 13Z

)]
,

b2 7→
[(

1 + 13Z 2 + 13Z
11 + 13Z 1 + 13Z

)]
,

b3 7→
[(

11 + 13Z 0 + 13Z
0 + 13Z 4 + 13Z

)]
.

(3b) quotpic ([59])

(4) Same idea as in Theorem 41(5) using

U(H(Z[1/p, 1/l]))/ZU(H(Z[1/p, 1/l]))∼= {ψ(x) | x ∈ H(Z), |x|2 = prls; r, s ∈ N0}.

(5) Follows from (4).

(6) GAP ([28]). Aut(X) is generated by the two automorphisms

(a1, a2, b1, b2, b3) 7→ (a1, a
−1
2 , b−1

1 , b3, b2),

(a1, a2, b1, b2, b3) 7→ (a2, a
−1
1 , b1, b

−1
3 , b2).

(7) We can adapt Lemma 50 and Proposition 51, using Lemma 41(3). The only difference here
is that possibly ψ(x) ∈ Γ for some x ∈ H(Z) \ {0} such that Re(x) = 0. But then

ψ(x)2 = ψ(x1i + x2j + x3k)2 = ψ(−x2
1 − x2

2 − x2
3) = 1,

hence ψ(x) = 1.

(8) See Section 5.6 for the definition of an anti-torus. The statement is an application of Propo-
sition 57 in Section 5.6 using (7) and an adaption of Lemma 50.

(9) We have b1a
3
1b

2
1a1b

−1
1 a−3

1 b−2
1 a−1

1 = 1 in Γ. This also follows from yx3y2xy−1x−3y−2x−1 = 1,
where x = 1 + j + k, y = 1 + 2i. The statement can also be deduced from Table 24. There
seems to be no smaller non-trivial freely reduced relation in 〈x, y〉 than the one of length 14
given above.
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(10) A generalization of Proposition 48(2) gives an injective group homomorphism Γ→ SO3(Q),
defined by

a1 7→
1
3

 −1 −2 2
2 1 2
−2 2 1

 ,

a2 7→
1
3

 −1 2 2
−2 1 −2
−2 −2 1

 ,

b1 7→

 1 0 0
0 −3/5 −4/5
0 4/5 −3/5

 ,

b2 7→

 −3/5 0 4/5
0 1 0
−4/5 0 −3/5

 ,

b3 7→

 −3/5 −4/5 0
4/5 −3/5 0
0 0 1

 .

(11) This follows from Proposition 8.

(12) Use [69, Theorem I.1.18]. The explicit amalgam decompositions are described in Appendix
B.2.

See Table 23 for the orders of some quotients of Γ.∣∣Γ/〈〈wk〉〉Γ
∣∣ k = 1 2 3 4 5 6

w = a1 8 64 8 512 10560 64
w = a2 8 64 8 512 10560 64
w = b1 16 128 16 1024 109440 168960
w = b2 16 128 16 1024 109440 168960
w = b2 16 128 16 1024 109440 168960

Table 23: Order of Γ/〈〈wk〉〉Γ, w ∈ {a1, a2, b1, b2, b3}, k = 1, . . . , 6, in Example 52

See Table 24 for the index [Γ : U ], the abelianization Uab and the structure of the quotient
G/U (if U is normal in G), where U = 〈a, b〉, a ∈ {a1, a

2
1, a2, a

2
2}, b ∈ {b1, b

2
1, b2, b

2
2, b3, b

2
3}.

5.5 Some conjectures

Based on computations on the 130 examples described in the following list, we give some conjec-
tures afterwards.

p l types Sect./Ex. Ph

(
l
p

)
Pv

(
p
l

)
Γab [Γ, Γ]ab Γab

0
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5.2
5 13 (o0, o0) 41 PGL2(5) −1 PGL2(13) −1 2, 43 3, 163 2, 3, 82

5 17 (o0, o0) PGL2(5) −1 PGL2(17) −1 2, 43 3, 163 2, 3, 82

5 29 (o0, o0) PSL2(5) 1 PSL2(29) 1 2, 43 3, 163 2, 3, 82

5 37 (o0, o0) PGL2(5) −1 PGL2(37) −1 2, 43 3, 163 2, 3, 82

5 41 (o0, o0) PSL2(5) 1 PSL2(41) 1 2, 43 3, 163 2, 3, 82

5 53 (o0, o0) PGL2(5) −1 PGL2(53) −1 2, 43 3, 163 2, 3, 82

5 61 (o0, o0) PSL2(5) 1 PSL2(61) 1 2, 43 3, 163 2, 3, 82

5 73 (o0, o0) PGL2(5) −1 PGL2(73) −1 2, 43 3, 163 2, 3, 82

5 89 (o0, o0) PSL2(5) 1 PSL2(89) 1 2, 43 3, 163 2, 3, 82

5 97 (o0, o0) PGL2(5) −1 PGL2(97) −1 2, 43 3, 163 2, 3, 82

13 17 (o0, o0) 40 PSL2(13) 1 PSL2(17) 1 2, 43 3, 163 2, 3, 82

13 29 (o0, o0) PSL2(13) 1 PSL2(29) 1 2, 43 3, 163 2, 3, 82

13 37 (o0, o0) PGL2(13) −1 PGL2(37) −1 2, 3, 43 22, 163 2, 3, 82

13 41 (o0, o0) PGL2(13) −1 PGL2(41) −1 2, 43 3, 163 2, 3, 82

13 53 (o0, o0) PSL2(13) 1 PSL2(53) 1 2, 43 3, 163 2, 3, 82

13 61 (o0, o0) PSL2(13) 1 PSL2(61) 1 2, 3, 43 22, 163 2, 3, 82

13 73 (o0, o0) PGL2(13) −1 PGL2(73) −1 2, 3, 43 22, 163 2, 3, 82

13 89 (o0, o0) PGL2(13) −1 PGL2(89) −1 2, 43 3, 163 2, 3, 82

13 97 (o0, o0) PGL2(13) −1 PGL2(97) −1 2, 3, 43 22, 163 2, 3, 82

17 29 (o0, o0) PGL2(17) −1 PGL2(29) −1 2, 43 3, 163 2, 3, 82

17 37 (o0, o0) PGL2(17) −1 PGL2(37) −1 2, 43 3, 163 2, 3, 82

17 41 (o0, o0) PGL2(17) −1 PGL2(41) −1 23, 82 3, 162, 64 2, 3, 82

17 53 (o0, o0) PSL2(17) 1 PSL2(53) 1 2, 43 3, 163 2, 3, 82

17 61 (o0, o0) PGL2(17) −1 PGL2(61) −1 2, 43 3, 163 2, 3, 82

29 37 (o0, o0) PGL2(29) −1 PGL2(37) −1 2, 43 3, 163 2, 3, 82

29 41 (o0, o0) PGL2(29) −1 PGL2(41) −1 2, 43 3, 163 2, 3, 82

29 53 (o0, o0) PSL2(29) 1 PSL2(53) 1 2, 43 3, 163 2, 3, 82

29 61 (o0, o0) PGL2(29) −1 PGL2(61) −1 2, 43 3, 163 2, 3, 82

29 73 (o0, o0) PGL2(29) −1 PGL2(73) −1 2, 43 3, 163 2, 3, 82

29 89 (o0, o0) PGL2(29) −1 PGL2(89) −1 2, 43 3, 163 2, 3, 82

29 97 (o0, o0) PGL2(29) −1 PGL2(97) −1 2, 43 3, 163 2, 3, 82

37 41 (o0, o0) PSL2(37) 1 PSL2(41) 1 2, 43 3, 163 2, 3, 82

37 53 (o0, o0) PSL2(37) 1 PSL2(53) 1 2, 43 3, 163 2, 3, 82

37 61 (o0, o0) PGL2(37) −1 PGL2(61) −1 2, 3, 43 22, 163 2, 3, 82

37 73 (o0, o0) PSL2(37) 1 PSL2(73) 1 2, 3, 43 22, 163 2, 3, 82

37 89 (o0, o0) PGL2(37) −1 PGL2(89) −1 2, 43 3, 163 2, 3, 82

41 53 (o0, o0) PGL2(41) −1 PGL2(53) −1 2, 43 3, 163 2, 3, 82

41 61 (o0, o0) PSL2(41) 1 PSL2(61) 1 2, 43 3, 163 2, 3, 82

73 97 (o0, o0) PSL2(73) 1 PSL2(97) 1 23, 3, 82 ? 2, 3, 82

5.3.1
7 23 (e1, e1) 42 PSL2(7) 1 PGL2(23) −1 2, 82 3, 82, 64 2, 3, 82

7 31 (e1, e1) 43 PGL2(7) −1 PSL2(31) 1 2, 3, 82 22, 82, 64 2, 3, 82

7 47 (e1, e1) PGL2(7) −1 PSL2(47) 1 2, 82 3, 82, 64 2, 3, 82

23 31 (e1, e1) PSL2(23) 1 PGL2(31) −1 2, 82 3, 82, 64 2, 3, 82

23 47 (e1, e1) PSL2(23) 1 PGL2(47) −1 2, 82 3, 82, 64 2, 3, 82
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31 47 (e1, e1) PSL2(31) 1 PGL2(47) −1 2, 82 3, 82, 64 2, 3, 82

5.3.2
7 23 (e0, e0) 44 PSL2(7) 1 PGL2(23) −1 23, 4 3, 4, 162 2, 3, 82

7 31 (e0, e0) PGL2(7) −1 PSL2(31) 1 23, 3, 4 22, 4, 162 2, 3, 82

7 47 (e0, e0) PGL2(7) −1 PSL2(47) 1 23, 4 3, 4, 162 2, 3, 82

23 31 (e0, e0) PSL2(23) 1 PGL2(31) −1 23, 4 3, 4, 162 2, 3, 82

23 47 (e0, e0) PSL2(23) 1 PGL2(47) −1 23, 4 3, 4, 162 2, 3, 82

31 47 (e0, e0) PSL2(31) 1 PGL2(47) −1 23, 4 3, 4, 162 2, 3, 82

5.3.3
3 11 (e1, e1) 45 PGL2(3) −1 PSL2(11) 1 2, 82 82, 64 2, 82

3 19 (e1, e1) PSL2(3) 1 PGL2(19) −1 2, 82 82, 64 2, 82

3 43 (e1, e1) PSL2(3) 1 PGL2(43) −1 2, 82 82, 64 2, 82

3 59 (e1, e1) PGL2(3) −1 PSL2(59) 1 2, 82 82, 64 2, 82

11 19 (e1, e1) PGL2(11) −1 PSL2(19) 1 2, 82 3, 82, 64 2, 3, 82

11 43 (e1, e1) PGL2(11) −1 PSL2(43) 1 2, 82 3, 82, 64 2, 3, 82

11 59 (e1, e1) PSL2(11) 1 PGL2(59) −1 2, 82 3, 82, 64 2, 3, 82

19 43 (e1, e1) PSL2(19) 1 PGL2(43) −1 2, 3, 82 22, 82, 64 2, 3, 82

19 59 (e1, e1) PGL2(19) −1 PSL2(59) 1 2, 82 3, 82, 64 2, 3, 82

5.3.4
3 7 (e1, e1) 46 PSL2(3) 1 PGL2(7) −1 2, 42 82, 16 2, 82

3 23 (e1, e1) PGL2(3) −1 PSL2(23) 1 2, 42 82, 16 2, 82

3 31 (e1, e1) PSL2(3) 1 PGL2(31) −1 2, 42 82, 16 2, 82

3 47 (e1, e1) PGL2(3) −1 PSL2(47) 1 2, 42 82, 16 2, 82

11 7 (e1, e1) PGL2(11) −1 PSL2(7) 1 2, 42 3, 82, 16 2, 3, 82

11 23 (e1, e1) PSL2(11) 1 PGL2(23) −1 2, 42 3, 82, 16 2, 3, 82

11 31 (e1, e1) PSL2(11) 1 PGL2(31) −1 2, 42 3, 82, 16 2, 3, 82

11 47 (e1, e1) PSL2(11) 1 PGL2(47) −1 2, 42 3, 82, 16 2, 3, 82

19 7 (e1, e1) PSL2(19) 1 PGL2(7) −1 2, 3, 42 22, 82, 16 2, 3, 82

19 23 (e1, e1) PSL2(19) 1 PGL2(23) −1 2, 42 3, 82, 16 2, 3, 82

19 31 (e1, e1) PGL2(19) −1 PSL2(31) 1 2, 3, 42 22, 82, 16 2, 3, 82

19 47 (e1, e1) PSL2(19) 1 PGL2(47) −1 2, 42 3, 82, 16 2, 3, 82

43 7 (e1, e1) PGL2(43) −1 PSL2(7) 1 2, 3, 42 22, 82, 16 2, 3, 82

43 23 (e1, e1) PSL2(43) 1 PGL2(23) −1 2, 42 3, 82, 16 2, 3, 82

43 31 (e1, e1) PSL2(43) 1 PGL2(31) −1 2, 3, 42 22, 82, 16 2, 3, 82

43 47 (e1, e1) PSL2(43) 1 PGL2(47) −1 2, 42 3, 82, 16 2, 3, 82

5.4.1
7 5 (e1, o0) 47 PGL2(7) −1 PGL2(5) −1 2, 42 3, 82, 16 2, 3, 82

7 13 (e1, o0) 48 PGL2(7) −1 PGL2(13) −1 2, 3, 42 22, 82, 16 2, 3, 82

7 17 (e1, o0) PGL2(7) −1 PGL2(17) −1 2, 82 3, 82, 64 2, 3, 82

7 29 (e1, o0) PSL2(7) 1 PSL2(29) 1 2, 42 3, 82, 16 2, 3, 82

7 37 (e1, o0) PSL2(7) 1 PSL2(37) 1 2, 3, 42 22, 82, 16 2, 3, 82

7 41 (e1, o0) PGL2(7) −1 PGL2(41) −1 2, 82 3, 82, 64 2, 3, 82

7 73 (e1, o0) PGL2(7) −1 PGL2(73) −1 2, 3, 82 22, 82, 64 2, 3, 82

23 5 (e1, o0) PGL2(23) −1 PGL2(5) −1 2, 42 3, 82, 16 2, 3, 82

23 13 (e1, o0) PSL2(23) 1 PSL2(13) 1 2, 42 3, 82, 16 2, 3, 82

23 17 (e1, o0) PGL2(23) −1 PGL2(17) −1 2, 82 3, 82, 64 2, 3, 82

129



23 29 (e1, o0) PSL2(23) 1 PSL2(29) 1 2, 42 3, 82, 16 2, 3, 82

23 37 (e1, o0) PGL2(23) −1 PGL2(37) −1 2, 42 3, 82, 16 2, 3, 82

23 41 (e1, o0) PSL2(23) 1 PSL2(41) 1 2, 82 3, 82, 64 2, 3, 82

23 73 (e1, o0) PSL2(23) 1 PSL2(73) 1 2, 82 3, 82, 64 2, 3, 82

31 5 (e1, o0) PSL2(31) 1 PSL2(5) 1 2, 42 3, 82, 16 2, 3, 82

31 13 (e1, o0) PGL2(31) −1 PGL2(13) −1 2, 3, 42 22, 82, 16 2, 3, 82

31 17 (e1, o0) PGL2(31) −1 PGL2(17) −1 2, 82 3, 82, 64 2, 3, 82

31 29 (e1, o0) PGL2(31) −1 PGL2(29) −1 2, 42 3, 82, 16 2, 3, 82

31 37 (e1, o0) PGL2(31) −1 PGL2(37) −1 2, 3, 42 22, 82, 16 2, 3, 82

31 41 (e1, o0) PSL2(31) 1 PSL2(41) 1 2, 82 3, 82, 64 2, 3, 82

5.4.2
7 17 (e0, o0) 49 PGL2(7) −1 PGL2(17) −1 23, 4 3, 4, 162 2, 3, 82

23 17 (e0, o0) PGL2(23) −1 PGL2(17) −1 23, 4 3, 4, 162 2, 3, 82

31 17 (e0, o0) PGL2(31) −1 PGL2(17) −1 23, 4 3, 4, 162 2, 3, 82

7 41 (e0, o0) PGL2(7) −1 PGL2(41) −1 23, 4 3, 4, 162 2, 3, 82

23 41 (e0, o0) PSL2(23) 1 PSL2(41) 1 23, 4 3, 4, 162 2, 3, 82

31 41 (e0, o0) PSL2(31) 1 PSL2(41) 1 23, 4 3, 4, 162 2, 3, 82

7 73 (e0, o0) PGL2(7) −1 PGL2(73) −1 23, 3, 4 22, 4, 162 2, 3, 82

5.4.3
3 5 (e1, o0) 52 PGL2(3) −1 PGL2(5) −1 2, 42 82, 16 2, 82

3 13 (e1, o0) PSL2(3) 1 PSL2(13) 1 2, 42 82, 16 2, 82

3 17 (e1, o0) PGL2(3) −1 PGL2(17) −1 2, 82 82, 64 2, 82

3 29 (e1, o0) PGL2(3) −1 PGL2(29) −1 2, 42 82, 16 2, 82

3 37 (e1, o0) PSL2(3) 1 PSL2(37) 1 2, 42 82, 16 2, 82

3 41 (e1, o0) PGL2(3) −1 PGL2(41) −1 2, 82 82, 64 2, 82

3 73 (e1, o0) PSL2(3) 1 PSL2(73) 1 2, 82 82, 64 2, 82

11 5 (e1, o0) PSL2(11) 1 PSL2(5) 1 2, 42 3, 82, 16 2, 3, 82

11 13 (e1, o0) PGL2(11) −1 PGL2(13) −1 2, 42 3, 82, 16 2, 3, 82

11 17 (e1, o0) PGL2(11) −1 PGL2(17) −1 2, 82 3, 82, 64 2, 3, 82

11 29 (e1, o0) PGL2(11) −1 PGL2(29) −1 2, 42 3, 82, 16 2, 3, 82

11 37 (e1, o0) PSL2(11) 1 PSL2(37) 1 2, 42 3, 82, 16 2, 3, 82

11 41 (e1, o0) PGL2(11) −1 PGL2(41) −1 2, 82 3, 82, 64 2, 3, 82

11 73 (e1, o0) PGL2(11) −1 PGL2(73) −1 2, 82 3, 82, 64 2, 3, 82

19 5 (e1, o0) PSL2(19) 1 PSL2(5) 1 2, 42 3, 82, 16 2, 3, 82

19 13 (e1, o0) PGL2(19) −1 PGL2(13) −1 2, 3, 42 22, 82, 16 2, 3, 82

19 17 (e1, o0) PSL2(19) 1 PSL2(17) 1 2, 82 3, 82, 64 2, 3, 82

19 29 (e1, o0) PGL2(19) −1 PGL2(29) −1 2, 42 3, 82, 16 2, 3, 82

19 37 (e1, o0) PGL2(19) −1 PGL2(37) −1 2, 3, 42 22, 82, 16 2, 3, 82

19 41 (e1, o0) PGL2(19) −1 PGL2(41) −1 2, 82 3, 82, 64 2, 3, 82

19 73 (e1, o0) PSL2(19) 1 PSL2(73) 1 2, 3, 82 22, 82, 64 2, 3, 82

43 5 (e1, o0) PGL2(43) −1 PGL2(5) −1 2, 42 3, 82, 16 2, 3, 82

43 13 (e1, o0) PSL2(43) 1 PSL2(13) 1 2, 3, 42 22, 82, 16 2, 3, 82

43 17 (e1, o0) PSL2(43) 1 PSL2(17) 1 2, 82 3, 82, 64 2, 3, 82

43 29 (e1, o0) PGL2(43) −1 PGL2(29) −1 2, 42 3, 82, 16 2, 3, 82

43 37 (e1, o0) PGL2(43) −1 PGL2(37) −1 2, 3, 42 22, 82, 16 2, 3, 82

43 41 (e1, o0) PSL2(43) 1 PSL2(41) 1 2, 82 3, 82, 64 2, 3, 82
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b1 b2 b3 b2
1 b2

2 b2
3

a1 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2 16, [8, 64],− 88, [8, 32],− 88, [8, 32],−
a2 4, [8, 16],Z4 2, [8, 8],Z2 2, [8, 8],Z2 16, [8, 64],− 88, [8, 32],− 88, [8, 32],−
a2

1 16, [16, 32],− 8, [16, 16],− 8, [16, 16],− 896, [32, 64],− 352, [32, 32],− 352, [32, 32],−
a2

2 16, [16, 32],− 8, [16, 16],− 8, [16, 16],− 896, [32, 64],− 352, [32, 32],− 352, [32, 32],−

Table 24: [Γ : U ], Uab, G/U , where U = 〈a, b〉 in Example 52

Conjecture 28. Let p, l be odd distinct primes and Γ = Γp,l as in Section 5.2, 5.3.1, 5.3.3, 5.3.4,
5.4.1 or 5.4.3.

(1) (cf. Conjecture 24 and 25) Assume that p, l ≡ 1 (mod 4) (Section 5.2).
If p, l ≡ 1 (mod 8), then

(Γab, [Γ, Γ]ab) ∼=
{

(Z3
2 × Z3 × Z2

8, Z2
2 × Z2

16 × Z64) if p, l ≡ 1 (mod 3)

(Z3
2 × Z2

8, Z3 × Z2
16 × Z64) else

If p ≡ 5 (mod 8) or l ≡ 5 (mod 8), then

(Γab, [Γ, Γ]ab) ∼=
{

(Z2 × Z3 × Z3
4, Z2

2 × Z3
16) if p, l ≡ 1 (mod 3)

(Z2 × Z3
4, Z3 × Z3

16) else

(2) Assume that p, l ≡ 3 (mod 4) (Section 5.3.1, 5.3.3 and 5.3.4).
If p (mod 8) = l (mod 8), then

(Γab, [Γ, Γ]ab) ∼=


(Z2 × Z3 × Z2

8, Z2
2 × Z2

8 × Z64) if p, l ≡ 1 (mod 3)

(Z2 × Z2
8, Z2

8 × Z64) if p = 3

(Z2 × Z2
8, Z3 × Z2

8 × Z64) else

If p (mod 8) 6= l (mod 8), then

(Γab, [Γ, Γ]ab) ∼=


(Z2 × Z3 × Z2

4, Z2
2 × Z2

8 × Z16) if p, l ≡ 1 (mod 3)

(Z2 × Z2
4, Z2

8 × Z16) if p = 3

(Z2 × Z2
4, Z3 × Z2

8 × Z16) else

(3) Assume that p ≡ 3 (mod 4) and l ≡ 1 (mod 4) (Section 5.4.1 and 5.4.3).
If l ≡ 1 (mod 8), then

(Γab, [Γ, Γ]ab) ∼=


(Z2 × Z3 × Z2

8, Z2
2 × Z2

8 × Z64) if p, l ≡ 1 (mod 3)

(Z2 × Z2
8, Z2

8 × Z64) if p = 3

(Z2 × Z2
8, Z3 × Z2

8 × Z64) else

If l ≡ 5 (mod 8), then

(Γab, [Γ, Γ]ab) ∼=


(Z2 × Z3 × Z2

4, Z2
2 × Z2

8 × Z16) if p, l ≡ 1 (mod 3)

(Z2 × Z2
4, Z2

8 × Z16) if p = 3

(Z2 × Z2
4, Z3 × Z2

8 × Z16) else
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Conjecture 29. Let Γ = Γp,l,e0 be as in Section 5.3.2 or 5.4.2, then

(Γab, [Γ, Γ]ab) ∼=
{

(Z3
2 × Z3 × Z4, Z2

2 × Z4 × Z2
16) if p, l ≡ 1 (mod 3)

(Z3
2 × Z4, Z3 × Z4 × Z2

16) else

Conjecture 30. Let Γ be any Γp,l or Γp,l,e0 of Section 5, then

Γab
0
∼=
{
Z2 × Z2

8, if p = 3

Z2 × Z3 × Z2
8, else

Remark. Note that Γ0 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = p2rl2s; r, s ∈ N0} in all cases of
Section 5.

Conjecture 31. Let Γ be any Γp,l or Γp,l,e0 of Section 5, then

(1)

Ph
∼=

PSL2(p), if
(

l
p

)
= 1

PGL2(p), if
(

l
p

)
= −1

and

Pv
∼=
{

PSL2(l), if
(

p
l

)
= 1

PGL2(l), if
(

p
l

)
= −1

(2) ∣∣∣P (k)
h

∣∣∣ = |Ph| · p3(k−1)

and ∣∣∣P (k)
v

∣∣∣ = |Pv| · l3(k−1).

As a consequence of (1) and (2):

(3) ∣∣∣P (k)
h

∣∣∣ =

p3k−2(p2 − 1)/2, if
(

l
p

)
= 1

p3k−2(p2 − 1), if
(

l
p

)
= −1

and ∣∣∣P (k)
v

∣∣∣ =

{
l3k−2(l2 − 1)/2, if

(
p
l

)
= 1

l3k−2(l2 − 1), if
(

p
l

)
= −1

Conjecture 32. Let Γ be any Γp,l or Γp,l,e0 of Section 5, then

|Kh| = p2

and
|Kv| = l2.

Remark. In all examples of the long list above (except for p = 73, l = 97, where we were not
able to compute [Γ, Γ]ab) we have checked Conjecture 28, 29, 30, 31(1), and Conjecture 31(2) for
k = 2.
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5.6 Anti-tori

Definition. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group and let a ∈ 〈a1, . . . , am〉,
b ∈ 〈b1, . . . , bn〉 be two elements. The subgroup 〈a, b〉 < Γ is called an anti-torus in Γ, if a and
b have no commuting non-trivial powers, i.e. if arbs 6= bsar for all r, s ∈ Z \ {0}. If moreover
〈a, b〉 ∼= F2, then 〈a, b〉 is called a free anti-torus in Γ. Obviously, a free anti-torus is an anti-torus.

A definition in a more general context is given by Bridson and Wise in [9]:

Definition. ([9, Definition 9.1]) “Let X be a compact non-positively curved space with universal
cover p : X̃ → X . Suppose that there is an isometrically embedded plane in X̃ which contains an
axis for each of δ, δ′ ∈ π1(X, x0) and that x̃0 ∈ p−1x0 lies in the intersection of these axes. If δ

and δ′ do not have powers that commute, then gp{δ, δ′} is called an anti-torus. If gp{δ, δ′} is free
then it is called a free anti-torus.”

Remark. The first example of a (non-free) anti-torus was given in [69] (it is 〈a2, b3〉 in our Example
12). It was used to construct interesting non-residually finite groups. An existence theorem for
free anti-tori (in a class not including (2m, 2n)-groups) appears in [9, Proposition 9.2], but no
explicit example of a free anti-torus is given there or elsewhere (as far as we know).

The construction of Γp,l in Section 5, based on the non-commutativity of quaternions, can be
used to generate many anti-tori. Before giving examples, we will state some general criteria for
the existence of anti-tori in commutative transitive (2m, 2n)-groups.

Proposition 57. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a commutative transitive (2m, 2n)-
group and let a ∈ 〈a1, . . . , am〉, b ∈ 〈b1, . . . , bn〉 be two elements. Then 〈a, b〉 is an anti-torus in Γ
if and only if a and b do not commute in Γ.

Proof. Assume first that 〈a, b〉 is no anti-torus in Γ, i.e. arbs = bsar for some r, s 6= 0. Obviously,
a commutes with ar, and b commutes with bs. Using the assumption that Γ is commutative
transitive, we conclude that a and b commute in Γ. The other direction follows directly from the
definition of an anti-torus.

Corollary 58. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a commutative transitive (2m, 2n)-
group and let a ∈ 〈a1, . . . , am〉\{1}, b ∈ 〈b1, . . . , bn〉\{1} be two non-trivial elements. Then either
〈a, b〉 ∼= Z2 or 〈a, b〉 is an anti-torus in Γ.

Proof. If a and b do not commute, then 〈a, b〉 is an anti-torus in Γ by Proposition 57. Assume that
a and b commute. Since Γ is torsion-free, the subgroup 〈a, b〉 is a finitely generated abelian torsion-
free quotient of Z2. Using a, b 6= 1 and the uniqueness of the ab-normal forms (see Proposition 6)
of powers of a and b, we conclude that 〈a, b〉 is not cyclic, but itself isomorphic to Z2.

Corollary 59. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a commutative transitive (2m, 2n)-
group such that (m, n) 6= (1, 1). Then Γ has an anti-torus.

Proof. There are elements a ∈ {a1, . . . , am, a−1
m , . . . , a−1

1 } and b ∈ {b1, . . . , bn, b−1
n , . . . , b−1

1 } which
do not commute; otherwise the (2m, 2n)-group Γ would be

〈a1, . . . , am〉 × 〈b1, . . . , bn〉 ∼= Fm × Fn,

which is not commutative transitive if (m, n) 6= (1, 1). By Proposition 57, 〈a, b〉 is an anti-torus
in Γ.

Reducible (2m, 2n)-groups have no anti-torus by the following result of Wise ([69]):
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Proposition 60. (Wise [69, Section II.4]) Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-
group. If Γ has an anti-torus, then Γ is irreducible.

Proof. Let 〈a, b〉 be an anti-torus, where a ∈ 〈a1, . . . , am〉, b ∈ 〈b1, . . . , bn〉. Suppose that Γ is
reducible. Then by [16, Proposition 1.2], the subgroup Λ1×Λ2 has finite index in Γ, in particular
[〈a1, . . . , am〉 : Λ1] < ∞ and [〈b1, . . . , bn〉 : Λ2] < ∞. It follows that ar ∈ Λ1, bs ∈ Λ2 for some
r, s ∈ N. But then arbs = bsar, a contradiction.

Corollary 61. Let Γ be a commutative transitive (2m, 2n)-group such that (m, n) 6= (1, 1). Then
Γ is irreducible.

Proof. Combine Corollary 59 and Proposition 60.

Corollary 62. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a commutative transitive (2m, 2n)-
group and let b ∈ 〈b1, . . . , bn〉 be an element such that ZΓ(b) = 〈b〉. Then 〈a, b〉 is an anti-torus in
Γ for each a ∈ 〈a1, . . . , am〉 \ {1}.

Proof. The assumption ZΓ(b) = 〈b〉 implies that b 6= 1 and that b does not commute with any
element a ∈ 〈a1, . . . , am〉 \ {1}. Now apply Proposition 57.

The groups Γp,l of Section 5.2 are commutative transitive by Proposition 51, in particular we
can restate the preceding results for Γp,l:

Corollary 63. Let Γ = Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p+1)/2, (l+1)/2)〉 be as in Section

5.2 and let a ∈ 〈a1, . . . , a p+1
2
〉, b ∈ 〈b1, . . . , b l+1

2
〉 be two elements. Then

(1) 〈a, b〉 is an anti-torus in Γ if and only if a and b do not commute in Γ.

(2) If a, b 6= 1, then either 〈a, b〉 ∼= Z2 or 〈a, b〉 is an anti-torus in Γ.

(3) Γ has an anti-torus.

(4) Γ is irreducible.

(5) If ZΓ(b) = 〈b〉 and a 6= 1, then 〈a, b〉 is an anti-torus in Γ.

We can also restate Proposition 57 for Γp,l only in terms of quaternions:

Proposition 64. Let ψ and Γ = Γp.l be as in Section 5.2. Assume that x, y ∈ H(Z) have type o0,
|x|2 = pr, |y|2 = ls for some r, s ∈ N and xy 6= yx. Then 〈ψ(x), ψ(y)〉 is an anti-torus in Γ.

Proof. By Lemma 50, ψ(x) and ψ(y) do not commute, hence 〈ψ(x), ψ(y)〉 is an anti-torus in Γ by
Proposition 57.

We can apply Proposition 64 for example to Γ5,17 and Γ13,17 or to any other Γp.l of Section
5.2, illustrating Corollary 63(3):

Corollary 65. Let ψ be as in Section 5.2.

(1) 〈ψ(1 + 2i), ψ(1 + 4k)〉 is an anti-torus in Γ5,17.

(2) 〈ψ(3 + 2i), ψ(1 + 4k)〉 is an anti-torus in Γ13,17.

(3) Fix two distinct primes p, l ≡ 1 (mod 4). Choose by Lemma 44(1) two quaternions x =
x0 + x1i, y = y0 + y3k ∈ H(Z) such that x0, y0 are odd, x1, y3 are non-zero even numbers
and |x|2 = x2

0 + x2
1 = p, |y|2 = y2

0 + y2
3 = l. Then 〈ψ(x), ψ(y)〉 is an anti-torus in Γp,l.

Proof. (1) We apply Proposition 64, taking p = 5, l = 17, r = 1, s = 1.
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(2) We apply Proposition 64, taking p = 13, l = 17, r = 1, s = 1.

(3) Apply Proposition 64, taking r = 1, s = 1 and using the fact that x0 + x1i and y0 + y3k do
not commute.

Proposition 66. There are distinct primes p, l ≡ 1 (mod 4), a group

Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉

as in Section 5.2, and an element b ∈ 〈b1, . . . , b l+1
2
〉, such that 〈a, b〉 is an anti-torus for all

a ∈ 〈a1, . . . , a p+1
2
〉 \ {1}.

First Proof. We choose p = 5, l = 13 and b = ψ(1 + 2i + 2j + 2k) ∈ Γ5,13. By Theorem 41(8), we
have ZΓ(b) = 〈b〉 and apply now Corollary 62.

Second Proof. We take p = 5, l = 29, b = ψ(3 + 2j + 4k) ∈ Γ5,29 and c = j + 2k. Assume that
there is an element a ∈ 〈a1, a2, a3〉 \ {1} ⊂ Γ5,29 commuting with some power bt, t ∈ N. Note
that bt = ψ((3 + 2j + 4k)t) = ψ(x0 + λj + 2λk) for some x0, λ 6= 0, depending on t. Then,
applying Proposition 53 to z = (3+2j+4k)t, there are x, y ∈ Z such that gcd(x, y) = gcd(x, pl) =
gcd(y, pl) = 1 and x2 + 4 · 5y2 = 5r29s for some r, s ∈ N. But this implies x2 = 5(5r−129s − 4y2),
contradicting gcd(x, 5·29) = 1. (What we use here is that such a decomposition x2+4·|c|2y2 = prls

implies gcd(|c|2, pl) = 1, as already noted in [53].)

Proposition 67. There are distinct primes p, l ≡ 1 (mod 4), a group

Γ = Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉

as in Section 5.2, and elements a ∈ 〈a1, . . . , a p+1
2
〉, b ∈ 〈b1, . . . , b l+1

2
〉 \ {1} such that 〈a, bj〉 is an

anti-torus for all bj ∈ {b1, . . . , b l+1
2
}, but 〈a, b〉 is no anti-torus, in particular ZΓ(a) 6= 〈a〉.

Proof. We take p = 29, l = 41, a = ψ(3+4i+2j) and b = ψ(−31+24i+12j) = ψ(1+6j−2k)ψ(1+
6j + 2k), hence ab = ba. It is easy to check that a does not commute with any bj ∈ {b1, . . . , b21},
in particular 〈a, bj〉 is an anti-torus by Proposition 57.

Also note the following corollary of Proposition 49, see Corollary 75 for a generalization to
(2m, 2n)-groups:

Corollary 68. Let p, l ≡ 1 (mod 4) be distinct primes and

Γ = Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉.

Then there are always elements a ∈ 〈a1, . . . , a p+1
2
〉\{1} and b ∈ 〈b1, . . . , b l+1

2
〉\{1} such that 〈a, b〉

is no anti-torus.

The next proposition gives sufficient conditions to generate free anti-tori in Γp,l:

Proposition 69. Let p, l ≡ 1 (mod 4), ψ as in Section 5.2, r, s ∈ N, and x, y ∈ H(Z) of type o0,
such that |x|2 = pr, |y|2 = ls. Suppose that x, y generate a (rank 2) free group in the multiplicative
group U(H(Q)) = H(Q) \ {0} (or equivalently in the subgroup U(H(Z[1/p, 1/l])) < U(H(Q))).
Then 〈ψ(x), ψ(y)〉 is a free anti-torus in Γp,l.
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Proof. Extending ψ from the integer to the rational quaternions, let

ψ̃ : U(H(Q))→ PGL2(Qp)× PGL2(Ql)

x = x0 + x1i + x2j + x3k 7→
([(

x0 + x1ip x2 + x3ip
−x2 + x3ip x0 − x1ip

)]
,

[(
x0 + x1il x2 + x3il
−x2 + x3il x0 − x1il

)])
,

where x0, x1, x2, x3 ∈ Q, x 6= 0. Note that U(H(Q)) = H(Q) \ {0} equipped with quaternion
multiplication is a non-abelian group, ψ̃ is a group homomorphism such that

ker(ψ̃) = ZU(H(Q)) = {x ∈ H(Q) \ {0} : x = Re(x)},

and ψ̃(x) = ψ(x), if x ∈ H(Z) \ {0}. Now, fix some x and y satisfying the assumptions made in
the proposition. We restrict ψ̃ to the free subgroup 〈x, y〉 < U(H(Q)):

ψ̃|〈x,y〉 : 〈x, y〉 ∼= F2 � 〈ψ̃(x), ψ̃(y)〉 = 〈ψ(x), ψ(y)〉 < Γp,l.

We have
ker
(
ψ̃|〈x,y〉

)
= 〈x, y〉 ∩ ZU(H(Q)) < Z(〈x, y〉) ∼= ZF2 = {1},

in particular ψ̃|〈x,y〉 is an isomorphism, i.e. 〈ψ(x), ψ(y)〉 ∼= F2.
By construction

ψ(x) ∈ 〈a1, . . . , a p+1
2
〉 = {ψ(x) | x ∈ H(Z) has type o0, |x|2 = pr, r ∈ N0} < Γp,l,

ψ(y) ∈ 〈b1, . . . , b l+1
2
〉 = {ψ(y) | y ∈ H(Z) has type o0, |y|2 = ls, s ∈ N0} < Γp,l,

where the (p + 1, l + 1)-group Γp,l is generated by a1, . . . , a p+1
2

, b1, . . . , b l+1
2

. This shows that
〈ψ(x), ψ(y)〉 is a free anti-torus in Γp,l.

For example, if 〈3 + 2i, 1 + 4k〉 ∼= F2 < U(H(Q)), then Proposition 69 would give an explicit
free anti-torus 〈ψ(3 + 2i), ψ(1 + 4k)〉 in Γ13,17.

Question 12. 〈3 + 2i, 1 + 4k〉 ∼= F2?

More generally:

Question 13. Let p, l be distinct odd primes. Is there a pair x, y ∈ H(Z) such that 〈x, y〉 ∼= F2 <

U(H(Q)), where |x|2 = pr, |y|2 = ls for some r, s ∈ N?

The anti-tori constructed in Corollary 65(1) and Theorem 52(8) are not free:

Proposition 70. (1) Let ψ be as in Section 5.2, x = 1 + 2i, y = 1 + 4k, a = ψ(x), b = ψ(y).
Then the anti-torus 〈a, b〉 in Γ5,17 is not free.

(2) Let ψ be as in Section 5.4.3, x = 1 + j + k, y = 1 + 2i, a = ψ(x), b = ψ(y). Then the
anti-torus 〈a, b〉 in Γ3,5 is not free.

Proof.

(1) In Γ5,17, we have the relation

a3b2ab−1a2b−1a2b−1a−4b−2a−1ba−2b−1a−8b−1ab2ab−1a−2ba−1b−2a−2b−2a3

ba−2b2a2b2ab−1a2ba−1b−2a−1ba8ba2b−1ab2a4ba−2ba−2ba−1b−2a−5b−1a = 1.
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To get this long relation, we have used the GAP-command ([28]) PresentationSubgroupMtc(G,U),
where G and U describe Γ and its subgroup 〈a, b〉, respectively. The corresponding relation in
U(H(Q)) is

x3y2xy−1x2y−1x2y−1x−4y−2x−1yx−2y−1x−8y−1xy2xy−1x−2yx−1y−2x−2y−2x3

yx−2y2x2y2xy−1x2yx−1y−2x−1yx8yx2y−1xy2x4yx−2yx−2yx−1y−2x−5y−1x = 1,

in particular 〈x, y〉 6= F2. Note that GAP ([28]) also shows that [Γ5,17 : 〈a, b〉] = 32 and 〈a, b〉ab ∼=
Z16 × Z64. Moreover, 〈a, b〉 ∼= 〈x, y〉/Z〈x, y〉, where Z〈x, y〉 6= 1, since e.g.

xy−1xy2x8yx−3y−1xyx4y2xy−1x2y−1x2y−1x−4y−2x−1yx−2y−1x−8y−1xy2x

y−1x−2yx−1y−2x−2y−2x2y−1x2y2xy−1x2yx−1y−2x−1yx8yx2y−1xy2x4yx−2yx−2

yx−1y−2x−4y−1x−1y−1x3y2xy−1x2y−1x2y−1x−4y−2x−1yx−2y−1x−8y−1xy2x

y−1x−2yx−1y−2x−2y−2x5y2xy−1x2y−1x4y2xy−1x2y−1x2y−1x−4y−2x−1yx−2

y−1x−8y−1xy2xy−1x−2yx−1y−2x−2y−2x2y−1 =
1

178
∈ Z〈x, y〉.

(2) See Theorem 52(9). Recall that 〈at, bt〉, t ∈ N, is never abelian, and [Γ3,5 : 〈a, b〉] = 4. Also
note that [Γ3,5 : 〈a2, b2〉] = 896 < ∞, using GAP ([28]). In particular 〈a2, b2〉 is not free by the
following remark.

Remark. If 〈a, b〉 is a free subgroup in a (2m, 2n)-group Γ, then the index [Γ : 〈a, b〉] is infinite.
Otherwise, Γ would be virtually free, but this is impossible since being virtually free is a quasi-
isometry invariant (see e.g. [31, IV.50]), and using the facts that (2m, 2n)-groups are all quasi-
isometric (to F2 × F2), if m, n ≥ 2 (see Proposition 80(4)), and that there are (2m, 2n)-groups
which obviously are not virtually free, e.g. the virtually simple groups constructed in Section 3.

Note the following general question of Daniel Wise appearing in Mladen Bestvina’s problem
list “Questions in Geometric Group Theory” ([5]):

Question 14. (Wise [5, Question 2.7]) “Let G act properly discontinuously and cocompactly on
a CAT(0) space (or let G be automatic). Consider two elements a, b of G. Does there exist n > 0
such that either the subgroup 〈an, bn〉 is free or 〈an, bn〉 is abelian?”

Remark. Free subgroups of U(H(Q)) also induce free subgroups in SO3(Q) < SO3(R) via the
group homomorphism (see Section 5.2)

ϑ : U(H(Q))→ SO3(Q)

x0 + x1i + x2j + x3k 7→
1
|x|2

 x2
0 + x2

1 − x2
2 − x2

3 2(x1x2 − x0x3) 2(x1x3 + x0x2)
2(x1x2 + x0x3) x2

0 − x2
1 + x2

2 − x2
3 2(x2x3 − x0x1)

2(x1x3 − x0x2) 2(x2x3 + x0x1) x2
0 − x2

1 − x2
2 + x2

3

 .

The proof is similar to a part of the proof of Proposition 69: First remember that

ker(ϑ) = ZU(H(Q)) = {x ∈ H(Q) \ {0} : x = Re(x)}.

Assume now that F2
∼= 〈x, y〉 < U(H(Q)). Then

ϑ|〈x,y〉 : 〈x, y〉� 〈ϑ(x), ϑ(y)〉 < SO3(Q)

is bijective, since it is surjective and

ker
(
ϑ|〈x,y〉

)
= 〈x, y〉 ∩ ZU(H(Q)) < Z(〈x, y〉) ∼= ZF2 = {1},
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in particular 〈ϑ(x), ϑ(y)〉 ∼= F2.
As an example, if 〈3 + 2i, 1 + 4k〉 ∼= F2 (see Question 12), then the two rotations (around

perpendicular axes)

ϑ(3 + 2i) =

 1 0 0
0 5/13 −12/13
0 12/13 5/13

 , ϑ(1 + 4k) =

 −15/17 − 8/17 0
8/17 −15/17 0
0 0 1


would generate a free subgroup in SO3(Q). Note that if

Γp,l = 〈a1, . . . , a p+1
2

, b1, . . . , b l+1
2
| R((p + 1)/2, (l + 1)/2)〉

as in Section 5.2, then 〈a1, . . . , a p+1
2
〉 and 〈b1, . . . , b l+1

2
〉 are free subgroups of SO3(Q) (combine

Corollary 7(1) and Proposition 48(2), cf. [43, Corollary 2.1.11]). For example, taking p = 5,

F3
∼=
〈 1 0 0

0 −3/5 −4/5
0 4/5 −3/5

 ,

 −3/5 0 4/5
0 1 0
−4/5 0 −3/5

 ,

 −3/5 −4/5 0
4/5 −3/5 0
0 0 1

〉 < SO3(Q).

However, by Proposition 70(1) and (2) respectively, the following subgroups of SO3(Q) are not
free:

〈ϑ(1 + 2i), ϑ(1 + 4k)〉 =
〈 1 0 0

0 −3/5 −4/5
0 4/5 −3/5

 ,

 −15/17 − 8/17 0
8/17 −15/17 0
0 0 1

〉 ,

〈ϑ(1 + j + k), ϑ(1 + 2i)〉 =
〈

1
3

 −3 −2 2
2 1 2
−2 2 1

 ,

 1 0 0
0 −3/5 −4/5
0 4/5 −3/5

〉 .

We can use the amalgam decompositions of Γp,l to construct integer quaternions x, y generating
a non-abelian free group in U(H(Q)) such that |x|2 and |y|2 are not both powers of the same prime
number (cf. Question 13). We illustrate this with an example:

Proposition 71. Let ψ be as in Section 5.4.3, x = 1 + 2i + 2j + 4k of norm |x|2 = 52, y =
3− 2i + j − k of norm |y|2 = 3 · 5. Then 〈x, y〉 ∼= F2 < U(H(Q)).

Proof. We have ψ(x) = ψ(1 + 2i)ψ(1 + 2j) = b1b2 and ψ(y) = ψ(1 + j + k)ψ(1 − 2k) = a1b
−1
3 in

Γ3,5. By the vertical amalgam decomposition of Γ3,5 given in Appendix B.2

F2
∼= 〈s1, s4〉 = 〈b1b2, a1b

−1
3 〉 = 〈ψ(x), ψ(y)〉 < Γ3,5,

hence 〈x, y〉 ∼= F2 < U(H(Q)).

5.7 A different quaternion construction: p = 2, l = 5

Let x = x0 + x1i + x2j + x3k ∈ H(Z). Motivated by the identities ([23])

(1 + i)(x0 + x1i + x2j + x3k) = (x0 + x1i− x3j + x2k)(1 + i),

(1 + j)(x0 + x1i + x2j + x3k) = (x0 + x3i + x2j − x1k)(1 + j),

(1 + k)(x0 + x1i + x2j + x3k) = (x0 − x2i + x1j + x3k)(1 + k),
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we identify

a1
∼= 1 + i,

a2
∼= 1 + j,

a3
∼= 1 + k,

a−1
3
∼= 1− k,

a−1
2
∼= 1− j,

a−1
1
∼= 1− i,

b1
∼= 1 + 2i,

b2
∼= 1 + 2j,

b3
∼= 1 + 2k,

b−1
3
∼= 1− 2k,

b−1
2
∼= 1− 2j,

b−1
1
∼= 1− 2i,

and get the following (6, 6)-group:

Example 53. Γ = 〈a1, a2, a3, b1, b2, b3 | R(3, 3)〉, where

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a
−1
1 b2,

a2b1a
−1
2 b3, a2b2a

−1
2 b−1

2 , a2b3a
−1
2 b−1

1 ,

a3b1a
−1
3 b−1

2 , a3b2a
−1
3 b1, a3b3a

−1
3 b−1

3


.

Note that there is no map ψ involved in this construction, in particular Γ behaves completely
differently than the groups Γp,l constructed before, e.g. Γ is reducible, (1+ i)4 = −4, but a4

1 6= 1Γ,
1 + i and 1 + 2j do not commute, but 〈a1, b2〉 is no anti-torus.

Theorem 53. (1) Ph = 1, Pv
∼= S4 < S6.

(2) Γ is reducible.

(3) Λ1 × Λ2
∼= F49 × F3 and [Γ : Λ1 × Λ2] = 24.

Proof. (1)

ρv(b1) = (),

ρv(b2) = (),

ρv(b3) = (),

ρh(a1) = (2, 4, 5, 3),

ρh(a2) = (1, 3, 6, 4),

ρh(a3) = (1, 5, 6, 2).

(2) This follows from the subsequent Lemma 72(1).

(3) Apply Lemma 72(3).
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Lemma 72. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group such that Ph = 1.
Then

(1) Γ is reducible.

(2) Λ1
∼= ker ρh and Λ2

∼= ker ρv = 〈b1, . . . , bn〉.

(3) Λ1 × Λ2
∼= F(m−1)|Pv|+1 × Fn has index |Pv| in Γ.

Proof. (1) By Proposition 1(2a) it is enough to show that P
(2)
h = 1. Let b ∈ Ev, a = â · ã ∈ E

(2)
h ,

where â, ã ∈ Eh, â 6= ã−1. Then ρv(b)(â) = â and ρv(ρh(â)(b))(ã) = ã, i.e. ρ
(2)
v (b)(a) = a.

See Figure 10 for an illustration.

â

ã

ρh(â)(b)

â

ã

b

Figure 10: P
(2)
h = 1

(2) Λ1 < ker ρh always holds, kerρh < Λ1 follows from Lemma 26(1a) using Ph = 1.

(3) This follows from [〈a1, . . . , am〉 : Λ1] = |Pv|, which is a direct consequence of (2).
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6 Periodic tilings and Z2-subgroups

Let X be a locally compact complete CAT(0)-space and Γ a properly discontinuous and cocompact
group of isometries. Then, in this general context, it is an open question if certain free abelian
subgroups of Γ exist. We quote from [1, Question 2.3]:

“Is hyperbolicity equivalent to the non-existence of a subgroup of Γ isomorphic to Z2? More
generally, does Γ contain a subgroup isomorphic to Zk if X contains a k-flat?
By the work of Bangert and Schroeder [...] the answer is positive in the case of compact, real
analytic Riemannian manifolds. Except for this, the answers to these questions are completely
open, even in the case where X is a geodesically complete and piecewise Euclidean complex of
dimension two!”

We will give in Proposition 74(3) an elementary proof that (2m, 2n)-groups always contain a
Z2-subgroup. The idea of this proof (and the fact that this result holds) was explained to me by
Guyan Robertson.

Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group. Represent each of the mn

geometric squares in R(m, n) by an expression of the form aba′b′, where a, a′ ∈ Eh, b, b′ ∈ Ev, and
let T (Γ) be the set consisting of the 4mn (non-geometric) squares

T (Γ) :=
⋃

aba′b′∈R(m,n)

{aba′b′, a′b′ab, a−1b′−1a′−1b−1, a′−1b−1a−1b′−1}.

Clearly, the definition of T (Γ) only depends on Γ, but not on the choice of representatives in
R(m, n). Note that the four expressions aba′b′, a′b′ab, a−1b′−1a′−1b−1 and a′−1b−1a−1b′−1 repre-
sent the same geometric square. We always visualize them in the plane as in Figure 11. Moreover,

a′

b

a

b′

a′ a a′

a a′ a

b b b′b′ b′ b

Figure 11: Tiles in T (Γ) induced by the geometric square aba′b′

we assume that the four edges of each square in T (Γ) have length 1. Such unit squares are usu-
ally called Wang tiles (named after Hao Wang [67]). We define “south-”, “east-”, “north-” and
“west-functions” S, E, N, W : T (Γ)→ Eh t Ev as follows:

S(aba′b′) := a, E(aba′b′) := b, N(aba′b′) := a′
−1

, W (aba′b′) := b′
−1

.

A tiling (of the plane) is a map f : Z2 → T (Γ). We are only interested in valid tilings, i.e. tilings
where all edges match. Precisely, this means that for each (x, y) ∈ Z2

S(f(x, y)) = N(f(x, y − 1)),

W (f(x, y)) = E(f(x− 1, y)).

A valid tiling f : Z2 → T (Γ) is said to satisfy the adjacency condition (AC) if for each (x, y) ∈ Z2

S(f(x, y)) 6= N(f(x− 1, y − 1))−1, (AC)

W (f(x, y)) 6= E(f(x− 1, y − 1))−1.
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Note that (AC) is equivalent to

S(f(x− 1, y))−1 6= S(f(x, y)) 6= S(f(x + 1, y))−1,

N(f(x− 1, y))−1 6= N(f(x, y)) 6= N(f(x + 1, y))−1,

E(f(x, y − 1))−1 6= E(f(x, y)) 6= E(f(x, y + 1))−1,

W (f(x, y − 1))−1 6= W (f(x, y)) 6= W (f(x, y + 1))−1.

for each (x, y) ∈ Z2 and it requires that any word consisting of consecutive horizontal or consecutive
vertical edges in the tiling f is freely reduced, where the words of edges are seen as elements in
〈a1, . . . , am〉 < Γ or 〈b1, . . . , bn〉 < Γ respectively.

We say that a valid tiling f : Z2 → T (Γ) satisfies the condition (ACj) for some fixed j ∈ Z, if
for each i ∈ Z

S(f(i, i + j)) 6= N(f(i− 1, i− 1 + j))−1, (ACj)

W (f(i, i + j)) 6= E(f(i− 1, i− 1 + j))−1.

Note that if (ACj) holds in a valid tiling f : Z2 → T (Γ) for each j ∈ Z, then also (AC) holds for
f .

A valid tiling f : Z2 → T (Γ) is called periodic with period (ã, b̃) ∈ Z2 \ {(0, 0)}, if f(x, y) =
f(x + ã, y + b̃) for each (x, y) ∈ Z2.

The following lemma guarantees the unique extension of any T (Γ)-valued map f on the main
diagonal in Z2 to a valid tiling of the whole plane satisfying (AC), provided f satisfies the inequal-
ities of condition (AC0).

Lemma 73. Let f : {(i, i) : i ∈ Z} → T (Γ) be a map such that for each i ∈ Z

S(f(i, i)) 6= N(f(i− 1, i− 1))−1,

W (f(i, i)) 6= E(f(i− 1, i− 1))−1.

Then f uniquely extends to a valid tiling Z2 → T (Γ). Moreover, this tiling satisfies (AC).

Proof. The existence and uniqueness of a valid tiling Z2 → T (Γ) extending f follows directly by
the link condition in the (2m, 2n)-group Γ. We call this extension again f . By assumption, this
f satisfies (AC0). Let n ∈ N0, we prove now that condition (ACn) implies condition (ACn+1).
In the same way, one can prove that (AC−n) implies (AC−n−1). By induction, we conclude that
f : Z2 → T (Γ) satisfies (AC).

Assume now that (ACn) holds. Fix any i ∈ Z, to show (ACn+1), we have to prove that

S(f(i, i + n + 1)) 6= N(f(i− 1, i + n))−1,

W (f(i, i + n + 1)) 6= E(f(i− 1, i + n))−1.

Assume first that

N(f(i− 1, i + n))−1 = S(f(i, i + n + 1)) (= N(f(i, i + n))).

Since W (f(i, i + n)) = E(f(i− 1, i + n)), it follows by the link condition in Γ that

S(f(i, i + n)) = S(f(i− 1, i + n))−1 = N(f(i− 1, i + n− 1))−1,

contradicting (ACn). Similarly, assume that

W (f(i, i + n + 1)) = E(f(i− 1, i + n))−1 = W (f(i, i + n))−1.
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Then S(f(i, i + n + 1)) = N(f(i, i + n)) implies

E(f(i, i + n)) = E(f(i, i + n + 1))−1 = W (f(i + 1, i + n + 1))−1,

again contradicting (ACn).

Proposition 74. Fix a (2m, 2n)-group Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 and the correspond-
ing tile set T (Γ) defined as above.

(1) There is a periodic valid tiling f : Z2 → T (Γ) satisfying (AC).

(2) There is a valid tiling f : Z2 → T (Γ) satisfying (AC), and a number ã ∈ N such that
f(x, y) = f(x + ã, y) = f(x, y + ã), i.e. f has the two periods (ã, 0) and (0, ã) and therefore
is doubly periodic.

(3) There are commuting elements a ∈ 〈a1, . . . , am〉 < Γ, b ∈ 〈b1, . . . , bn〉 < Γ such that

0 < |a| = |b| ≤ 64m2n2,

in particular 〈a, b〉 is a subgroup of Γ isomorphic to Z2.

Proof. (1) Our goal is to construct a valid tiling f : Z2 → T (Γ), such that f(x, y) = f(x+2, y+2).
Fix any square t := aba′b′ ∈ T (Γ) and define f periodic along the diagonal {(i, i) : i ∈ Z}
as follows. If a 6= a′ and b 6= b′, then we define f(i, i) = t, i ∈ Z. If a = a′, then we define
f(2i, 2i) = t, f(2i+ 1, 2i+ 1) = a−1b′−1a−1b−1, i ∈ Z. If b = b′, then we define f(2i, 2i) = t,
f(2i + 1, 2i + 1) = a′−1b−1a−1b−1, i ∈ Z. See Figure 12 for an illustration of these three
cases. Now we can apply Lemma 73 to the map f : {(i, i) : i ∈ Z} → T (Γ). The obtained

a a a

a

a

a

a

a′

a

a′

a′

a′ a

a

a a′

a

a′

b′ b

b′ b

b′ b

b′ b

b b′

b′ b

b b

b b

b b

a 6= a′, b 6= b′ a = a′ b = b′

Figure 12: Definition of f(i, i) in Proposition 74

unique extension f : Z2 → T (Γ) satisfies (AC) and is obviously periodic with period (2, 2)
(in the first case where a 6= a′ and b 6= b′, there is a smaller period (1, 1)).

(2) We use an idea probably going back to Raphael M. Robinson ([61]). It was explained to me
by Guyan Robertson. Let f : Z2 → T (Γ) be the tiling with period (2, 2) satisfying (AC)
obtained in part (1). Since |T (Γ)| = 4mn is finite, we have

|{(f(i,−i), f(i + 1,−i + 1)) : i ∈ Z}| ≤ |T (Γ)× T (Γ)| = (4mn)2 <∞,
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in particular there are i 6= j, such that |j − i| ≤ (4mn)2 and

f(i,−i) = f(j,−j) and f(i + 1,−i + 1) = f(j + 1,−j + 1)

It follows that
f(x, y) = f(x + j − i, y + i− j)

for each (x, y) ∈ Z2. Now, we compute

f(x, y) = f(x+j−i, y+i−j) = f(x+2j−2i, y+2i−2j) = f(x, y+4i−4j) = f(x, y+4j−4i)

and

f(x, y) = f(x+j−i, y+i−j) = f(x+2j−2i, y+2i−2j) = f(x+4j−4i, y) = f(x+4i−4j, y).

Note that 0 < |4j − 4i| ≤ 4(4mn)2 = 64m2n2.

(3) We use the doubly periodic valid tiling f : Z2 → T (Γ) satisfying (AC) of part (2):

f(x, y) = f(x + ã, y) = f(x, y + ã),

where ã > 0. Since the tiling only describes relations in Γ, we obviously have two commuting
elements a ∈ 〈a1, . . . , am〉, b ∈ 〈b1, . . . , bn〉 corresponding to the period ã. Because of condi-
tion (AC), a and b are freely reduced and we therefore have |a| = |b| = ã ∈ N. The upper
bound 64m2n2 for the length of |a| and |b| can be obtained by the explicit construction in
(2). The statement 〈a, b〉 ∼= Z2 follows as in Corollary 58.

Remark. T (Γ) is a reflection-closed 4-way deterministic tile set (following the terminology of
[37]), but T (Γ) is never aperiodic by Proposition 74(1).

We want to illustrate the constructions in the proof of Proposition 74 with a concrete example
and take Example 52 given as

Γ = Γ3,5 = 〈a1, a2, b1, b2, b3 | a1b1a2b2, a1b2a2b
−1
1 , a1b3a

−1
2 b1, a1b

−1
3 a1b

−1
2 , a1b

−1
1 a−1

2 b3, a2b3a2b
−1
2 〉.

This defines the tile set

T (Γ) = {a1b1a2b2, a2b2a1b1, a−1
1 b−1

2 a−1
2 b−1

1 , a−1
2 b−1

1 a−1
1 b−1

2 }
∪ {a1b2a2b

−1
1 , a2b

−1
1 a1b2, a−1

1 b1a
−1
2 b−1

2 , a−1
2 b−1

2 a−1
1 b1}

∪ {a1b3a
−1
2 b1, a−1

2 b1a1b3, a−1
1 b−1

1 a2b
−1
3 , a2b

−1
3 a−1

1 b−1
1 }

∪ {a1b
−1
3 a1b

−1
2 , a1b

−1
2 a1b

−1
3 , a−1

1 b2a
−1
1 b3, a−1

1 b3a
−1
1 b2}

∪ {a1b
−1
1 a−1

2 b3, a−1
2 b3a1b

−1
1 , a−1

1 b−1
3 a2b1, a2b1a

−1
1 b−1

3 }
∪ {a2b3a2b

−1
2 , a2b

−1
2 a2b3, a−1

2 b2a
−1
2 b−1

3 , a−1
2 b−1

3 a−1
2 b2}.

In Figure 13, we can recognize a finite part of a periodic valid tiling f : Z2 → T (Γ) satisfying
(AC), with periods (1, 1), (−2, 2), (4, 0), (0, 4), and commuting elements a1a2a1a

−1
2 , b−1

2 b−1
1 b−1

3 b1,
generating Z2 ∼= 〈a1a2a1a

−1
2 , b−1

2 b−1
1 b−1

3 b1〉 < Γ. Note that they correspond to the commuting
quaternions 5 + 4i + 6j − 2k and −11− 12i− 18j + 6k of norm 34 and 54 respectively.

However, recall that 〈a1, b1〉 is an anti-torus in Γ, in particular there are also valid non-periodic
tilings of the plane using the tile set T (Γ). See Figure 14 for an illustration of a finite part of the
non-periodic valid tiling determined by 〈a1, b1〉. Note that all 24 squares of T (Γ) appear in this
picture.

Corollary 75. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group. Then there are
always elements a ∈ 〈a1, . . . , am〉 \ {1} and b ∈ 〈b1, . . . , bn〉 \ {1} such that 〈a, b〉 is no anti-torus.

Proof. This follows directly from Proposition 74(3).
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a1 a2 a1 a2 a1 a2

a2 a1 a2 a1 a2 a1

a2a1a2a1a2a1

a2 a1 a2 a1 a2 a1

a2a1a2a1a2a1

b1b3 b2 b1 b3 b1 b2

b2

b2

b2b2

b1b1b1b1

b1 b1 b1

b1b1b1b1

b3b3

b3 b3

b3

b2

Figure 13: Illustration of Proposition 74 taking Example 52 and t = a1b1a2b2

7 Some 4-vertex square complexes

7.1 A very small candidate for simplicity

A (2m, 2n)-group Γ is never simple, since Γ0 is a normal subgroup of index 4. However, we
have conjectured Γ0 to be a simple group in Example 1, 6, 7, 9, 10 and 11, and proved it to be
simple in Example 14. The corresponding square complex X0 has 4 vertices and T2m × T2n as
universal covering space. In this section, we construct a 4-vertex square complex Y , which is not
a 4-fold covering of a (2m, 2n)-complex. Its universal covering space Ỹ is T3 × T4. Observe that
due to this more general construction, the degrees of the regular trees in Ỹ are not necessarily
even. As a consequence, the number of geometric squares in Y is only 12 (compared to the 36
geometric squares of X0 in Example 1 or the 100 geometric squares of X0 in Example 14) and
we get therefore relatively short presentations of π1Y . The construction of Y is done in such a
way that Y is irreducible, all the “local groups” are at least 2-transitive and π1Y is perfect. This
seems to give some reasons to hope that π1Y is a simple group. For the vertices α, β, γ, δ of Y ,
we denote the local groups by P

(k)
h (α), P

(k)
v (α), P

(k)
h (β), . . . , where k ∈ N.

Example 54. Let Y be the 4-vertex complex illustrated in Figure 15.

Theorem 54. Let Y be the 2-dimensional cell complex of Figure 15 with four vertices α, β, γ

and δ. Then

(1) Lk(α) ∼= Lk(β) ∼= Lk(γ) ∼= Lk(δ) ∼= K3,4 (complete bipartite graph). Ỹ = T3 × T4.

(2) Ph(α) ∼= Ph(δ) ∼= S3, Ph(β) ∼= Ph(γ) ∼= S3. Pv(α) ∼= Pv(β) ∼= S4, Pv(γ) ∼= Pv(δ) ∼= S4.

(3) Y is irreducible.
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Figure 14: A non-periodic tiling of the plane determined by the anti-torus 〈a1, b1〉 in Γ3,5

(4) π1Y is a perfect group.

(5) F3 ∗F7 F3
∼= π1Y ∼= F2 ∗F5 F2.

Proof. (1) It can be directly read off from Figure 15.

(2) This follows from the definitions (see [16, Chapter 1]) and Figure 15. Note that for example
Ph(α) and Ph(β) could a priori be different, since α and β are not in the same connected
component of the vertical 1-skeleton of Y . For an example where indeed Ph(α) � Ph(β), see
Example 57.

(3) We compute ∣∣∣P (2)
v (α)

∣∣∣ =
∣∣∣P (2)

v (β)
∣∣∣ =

∣∣∣P (2)
v (γ)

∣∣∣ =
∣∣∣P (2)

v (δ)
∣∣∣ = 24 · 64.

The claim follows now from an obvious generalization of [16, Proposition 1.3] to the case
where the horizontal 1-skeleton is not connected.
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Figure 15: The 4-vertex square complex Y

(4) This follows directly from one of the presentations of π1Y given in the proof of part (5).

(5) We give three “different” presentations of π1Y and the corresponding isomorphisms. If we
choose the vertex α as base point and the edges a1, b1, d1 as “spanning tree” in the 1-skeleton
of Y , we immediately get the following presentation of π1(Y, α):

π1(Y, α) ∼= 〈a2, a3, b2, b3, b4, c2, c3, d2, d3, d4 |
b2 = d2, b3 = d3, b4 = d4c2,

a2 = c2, a2b2 = d3c2, a2b3 = d2c3, a2b4 = d4,

a3 = d3c3, a3b2 = d4c3, a3b3 = d2c2, a3b4 = c3〉,

i.e. after replacing c2, d2, d3 by a2, b2, b3 respectively

π1(Y, α) ∼= 〈a2, a3, b2, b3, b4, c3, d4 |
b4 = d4a2, a2b2 = b3a2, a2b3 = b2c3, a2b4 = d4,

a3 = b3c3, a3b2 = d4c3, a3b3 = b2a2, a3b4 = c3〉,

The two decompositions of π1Y as amalgamated free products of free groups follow from
[69, Theorem I.1.18].

F3 ∗F7 F3 = 〈b2, b3, b4, d2, d3, d4 | d2 = b2, d3 = b3, d2
4 = b2

4,

d4d3d
−1
4 = b4b2b

−1
4 ,

d4d
2
2d
−1
4 = b4b3b

−1
4 b3b

−1
4 ,

d4d
−1
2 d4d2d

−1
4 = b4b

−1
3 b2b

−1
4 b3b

−1
4 ,

d4d
−1
2 d3d2d

−1
4 = b4b

−1
3 b−1

4 b3b
−1
4 〉.
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F2 ∗F5 F2 = 〈a2, a3, c2, c3 | a2 = c2, a4
3 = c3c

−1
2 c3c2c3,

a−1
3 a2a

−2
3 = c−1

3 c2c
−1
3 c2c

−1
3 ,

a3a2a
−1
3 = c3c

−1
2 c−1

3 , a2
3a2a3 = c3c

−1
2 c3

3〉.

Isomorphisms between these three groups are given as follows:

T4 x F2 ∗F5 F2

∼=←→ π1(Y, α)
∼=←→ F3 ∗F7 F3 y T3

a2 ←→ a2 ←→ d4b
−1
4

a3 ←→ a3 ←→ d2d
−1
4 b4b

−1
3

a−1
2 a3c

−1
3 c2 ←→ b2 ←→ b2

a3c
−1
3 ←→ b3 ←→ b3

a−1
3 c3 ←→ b4 ←→ b4

c2 ←→ c2 ←→ d4b
−1
4

c3 ←→ c3 ←→ d−1
2 d−1

4 b4b3

a−1
2 a3c

−1
3 c2 ←→ d2 ←→ d2

a3c
−1
3 ←→ d3 ←→ d3

a2a
−1
3 c3 ←→ d4 ←→ d4.

Question 15. Is it true that π1Y does not have proper subgroups of finite index?

Question 16. Is π1Y non-residually finite?

Question 17. Does every non-trivial normal subgroup of π1Y have finite index?

Question 18. Is π1Y simple?

Remark. We have checked with GAP ([28]) that 〈〈wk〉〉π1Y = π1Y , where k = 1, . . . , 8 and w is
any generator of π1(Y, α) in the first presentation given in the proof of Theorem 54(5).

7.2 More 4-vertex examples

We give several examples of a certain class of 4-vertex square complexes. In all examples, the
complex will be denoted by Y . The 1-skeleton of Y and a typical geometric square of Y are
illustrated in Figure 16, i.e. we always have four vertices α, β, γ, δ, horizontal edges a1, a2, a3

(oriented from α to β), c1, c2, c3 (oriented from δ to γ), and vertical edges b1, . . . , b6 (oriented
from β to γ), d1, . . . , d6 (oriented from α to δ). Each of the 18 geometric squares is of the form
aibj = dlck (see the right hand side of Figure 16), and the universal covering space Ỹ is T3 × T6.
By construction of the 1-skeleton and the geometric squares of Y , we have for each k ∈ N:

P
(k)
h (α) ∼= P

(k)
h (δ), P

(k)
h (β) ∼= P

(k)
h (γ), P (k)

v (α) ∼= P (k)
v (β), P (k)

v (γ) ∼= P (k)
v (δ).

Example 55. ((1, A6), reducible)
Let Y be given by its geometric squares

a1b1 = d1c1, a1b2 = d2c1, a1b3 = d3c1, a1b4 = d4c1, a1b5 = d5c1, a1b6 = d6c1,

a2b1 = d1c2, a2b2 = d2c2, a2b3 = d3c2, a2b4 = d5c2, a2b5 = d6c2, a2b6 = d4c2,

a3b1 = d2c3, a3b2 = d3c3, a3b3 = d4c3, a3b4 = d1c3, a3b5 = d6c3, a3b6 = d5c3.

Then Ph(α) = 1, Ph(β) = 1, Pv(α) = A6, Pv(γ) = A6, P
(2)
h (α) = 1, P

(2)
h (β) = 1, P

(2)
v (α) ∼= A6,

P
(2)
v (γ) ∼= A6.
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Figure 16: The 1-skeleton and a typical geometric square of Y

Example 56. ((Z2, A6), irreducible)
Let Y be given by its geometric squares

a1b1 = d1c1, a1b2 = d2c1, a1b3 = d3c1, a1b4 = d4c1, a1b5 = d5c1, a1b6 = d6c1,

a2b1 = d1c2, a2b2 = d2c2, a2b3 = d3c2, a2b4 = d5c2, a2b5 = d6c2, a2b6 = d4c3,

a3b1 = d2c3, a3b2 = d3c3, a3b3 = d5c3, a3b4 = d6c3, a3b5 = d1c3, a3b6 = d4c2.

Then Ph(α) ∼= Z2, Ph(β) ∼= Z2, Pv(α) = A6, Pv(γ) = A6, |P (2)
h (α)| = 4, |P (2)

h (β)| = 4, |P (2)
v (α)| =

360 · 606, |P (2)
v (γ)| = 360 · 606.

Example 57. (Ph(α) 6= Ph(β), |P (2)
h (α)| = |Ph(α)|, irreducible)

Let Y be given by its geometric squares

a1b1 = d1c1, a1b2 = d2c1, a1b3 = d3c1, a1b4 = d4c1, a1b5 = d5c2, a1b6 = d6c3,

a2b1 = d1c2, a2b2 = d3c2, a2b3 = d4c2, a2b4 = d6c2, a2b5 = d2c3, a2b6 = d5c1,

a3b1 = d3c3, a3b2 = d1c3, a3b3 = d5c3, a3b4 = d4c3, a3b5 = d6c1, a3b6 = d2c2.

Then |Ph(α)| = 6, |Ph(β)| = 3, Pv(α) = A6, Pv(γ) = A6, |P (2)
h (α)| = 6, |P (2)

h (β)| = 24,
|P (2)

v (α)| = 360 · 606, |P (2)
v (γ)| = 360 · 606.

Example 58. (Ph(α) 6= Ph(β), Pv(α) 6= Pv(γ))
Let Y be given by its geometric squares

a1b1 = d1c1, a1b2 = d2c1, a1b3 = d3c1, a1b4 = d4c2, a1b5 = d5c2, a1b6 = d6c3,

a2b1 = d1c2, a2b2 = d3c2, a2b3 = d4c3, a2b4 = d5c3, a2b5 = d6c1, a2b6 = d2c2,

a3b1 = d2c3, a3b2 = d3c3, a3b3 = d6c2, a3b4 = d4c1, a3b5 = d1c3, a3b6 = d5c1.

Then |Ph(α)| = 3, |Ph(β)| = 6, |Pv(α)| = 360, |Pv(γ)| = 120.
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A Supplement to Section 2

A.1 More (A6, Pv)-groups

Example 59. (A6, PSL2(5))

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a1b
−1
2 ,

a1b
−1
3 a−1

3 b2, a2b1a3b
−1
2 , a2b2a3b2,

a2b3a3b
−1
1 , a2b

−1
3 a3b

−1
3 , a2b

−1
1 a3b1


.

ρv(b1) = (2, 4)(3, 5),

ρv(b2) = (1, 6, 5, 3)(2, 4),

ρv(b3) = (1, 2, 4, 6)(3, 5),

ρh(a1) = (2, 3)(4, 5),

ρh(a2) = (1, 3, 4, 5, 2),

ρh(a3) = (2, 3, 4, 6, 5).

Example 60. (A6, PGL2(5))

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a
−1
2 b2,

a1b
−1
3 a2b

−1
2 , a2b1a

−1
3 b−1

1 , a2b2a
−1
3 b1,

a2b3a3b3, a2b
−1
1 a−1

3 b2, a3b2a3b
−1
3


.

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (1, 5, 4, 3, 2),

ρv(b3) = (2, 6, 5, 3, 4),

ρh(a1) = (2, 4, 5, 3),

ρh(a2) = (2, 4, 3, 5, 6),

ρh(a3) = (1, 5, 4, 3, 2).
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Example 61. (A6, S6)

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

2 , a1b3a
−1
2 b−1

3 ,

a1b
−1
3 a−1

3 b3, a2b1a
−1
2 b−1

2 , a2b2a
−1
3 b−1

3 ,

a2b3a
−1
3 b1, a2b

−1
2 a3b

−1
1 , a3b1a3b2


.

ρv(b1) = (2, 4, 3),

ρv(b2) = (3, 5, 4),

ρv(b3) = (1, 2, 3)(4, 6, 5),

ρh(a1) = (),

ρh(a2) = (1, 5, 6, 3, 2),

ρh(a3) = (1, 4, 5)(2, 6).

Example 62. (A6, AGL1(8))

R(3, 4) :=



a1b1a
−1
2 b−1

1 , a1b2a
−1
2 b−1

3 , a1b3a
−1
2 b−1

4 ,

a1b4a
−1
2 b4, a1b

−1
4 a−1

2 b2, a1b
−1
3 a3b

−1
2 ,

a1b
−1
2 a−1

2 b1, a1b
−1
1 a−1

2 b3, a2b3a
−1
3 b2,

a3b1a
−1
3 b−1

4 , a3b2a3b3, a3b4a
−1
3 b−1

1


.

ρv(b1) = (1, 2)(5, 6),

ρv(b2) = (1, 4, 3, 2)(5, 6),

ρv(b3) = (1, 2)(3, 6, 5, 4),

ρv(b4) = (1, 2)(5, 6),

ρh(a1) = (2, 6, 8, 7, 5, 4, 3),

ρh(a2) = (1, 2, 4, 5, 6, 7, 3),

ρh(a3) = (1, 4)(2, 6)(3, 7)(5, 8).
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Example 63. (A6, AΓL1(8))

R(3, 4) :=



a1b1a
−1
2 b−1

3 , a1b2a2b3, a1b3a
−1
2 b−1

4 ,

a1b4a
−1
2 b4, a1b

−1
4 a−1

2 b2, a1b
−1
3 a3b

−1
2 ,

a1b
−1
2 a−1

2 b1, a1b
−1
1 a−1

2 b−1
1 , a2b

−1
2 a−1

3 b−1
3 ,

a3b1a
−1
3 b−1

1 , a3b3a
−1
3 b−1

4 , a3b4a
−1
3 b2


.

ρv(b1) = (1, 2)(5, 6),

ρv(b2) = (1, 4, 5, 6, 2),

ρv(b3) = (1, 2, 3, 6, 5),

ρv(b4) = (1, 2)(5, 6),

ρh(a1) = (1, 8, 7, 5, 4, 3)(2, 6),

ρh(a2) = (1, 2, 4, 5, 6, 8)(3, 7),

ρh(a3) = (2, 5, 6)(3, 7, 4).

Example 64. (A6, PSL2(7))

R(3, 4) :=



a1b1a
−1
2 b−1

1 , a1b2a
−1
2 b1, a1b3a

−1
2 b−1

3 ,

a1b4a
−1
2 b4, a1b

−1
4 a−1

2 b2, a1b
−1
3 a3b

−1
2 ,

a1b
−1
2 a−1

2 b−1
4 , a1b

−1
1 a−1

2 b3, a2b3a
−1
3 b2,

a3b1a
−1
3 b4, a3b2a3b3, a3b4a

−1
3 b1


.

ρv(b1) = (1, 2)(5, 6),

ρv(b2) = (1, 4, 3, 2)(5, 6),

ρv(b3) = (1, 2)(3, 6, 5, 4),

ρv(b4) = (1, 2)(5, 6),

ρh(a1) = (2, 6, 8)(4, 7, 5),

ρh(a2) = (1, 7, 3)(2, 4, 5),

ρh(a3) = (1, 5)(2, 6)(3, 7)(4, 8).

152



Example 65. (A6, PGL2(7))

R(3, 4) :=



a1b1a
−1
2 b−1

3 , a1b2a
−1
2 b1, a1b3a

−1
2 b−1

4 ,

a1b4a
−1
2 b4, a1b

−1
4 a−1

2 b2, a1b
−1
3 a3b

−1
2 ,

a1b
−1
2 a−1

2 b3, a1b
−1
1 a−1

3 b−1
1 , a2b1a

−1
3 b1,

a2b3a
−1
3 b2, a3b2a3b3, a3b4a

−1
3 b−1

4


.

ρv(b1) = (1, 3, 2)(4, 6, 5),

ρv(b2) = (1, 4, 3, 2)(5, 6),

ρv(b3) = (1, 2)(3, 6, 5, 4),

ρv(b4) = (1, 2)(5, 6),

ρh(a1) = (1, 8, 2, 6, 7, 5, 4, 3),

ρh(a2) = (1, 7, 3, 2, 4, 5, 6, 8),

ρh(a3) = (1, 8)(2, 6)(3, 7).

Example 66. (A6, A8)

R(3, 4) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

2 , a1b3a
−1
1 b−1

3 ,

a1b4a
−1
2 b−1

4 , a1b
−1
4 a−1

2 b4, a2b1a
−1
3 b−1

2 ,

a2b2a
−1
3 b2, a2b3a3b1, a2b

−1
3 a2b

−1
1 ,

a2b
−1
2 a−1

3 b3, a3b3a
−1
3 b−1

4 , a3b4a
−1
3 b1


.

ρv(b1) = (2, 5, 4),

ρv(b2) = (2, 3)(4, 5),

ρv(b3) = (2, 5, 3),

ρv(b4) = (1, 2)(5, 6),

ρh(a1) = (),

ρh(a2) = (1, 6, 7, 2)(3, 8),

ρh(a3) = (1, 5, 6)(2, 7, 8, 4, 3).
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Example 67. (A6, S8)

R(3, 4) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b2, a1b3a

−1
1 b−1

3 ,

a1b4a
−1
2 b−1

4 , a1b
−1
4 a−1

2 b4, a2b1a
−1
3 b−1

2 ,

a2b2a
−1
3 b2, a2b3a3b1, a2b

−1
3 a2b

−1
1 ,

a2b
−1
2 a−1

3 b3, a3b3a
−1
3 b−1

4 , a3b4a
−1
3 b1


.

ρv(b1) = (2, 5, 4),

ρv(b2) = (2, 3)(4, 5),

ρv(b3) = (2, 5, 3),

ρv(b4) = (1, 2)(5, 6),

ρh(a1) = (2, 7),

ρh(a2) = (1, 6, 7, 2)(3, 8),

ρh(a3) = (1, 5, 6)(2, 7, 8, 4, 3).

Example 68. (A6, PSL2(9))

R(3, 5) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
3 b−1

3 , a1b3a
−1
1 b−1

2 ,

a1b4a
−1
1 b−1

5 , a1b5a
−1
2 b−1

4 , a1b
−1
5 a2b4,

a1b
−1
2 a−1

3 b3, a2b1a2b
−1
2 , a2b2a2b3,

a2b5a2b
−1
1 , a2b

−1
4 a2b

−1
3 , a3b1a3b

−1
1 ,

a3b3a
−1
3 b−1

2 , a3b4a
−1
3 b−1

5 , a3b5a
−1
3 b−1

4


.

ρv(b1) = (2, 5)(3, 4),

ρv(b2) = (2, 5)(4, 6),

ρv(b3) = (1, 3)(2, 5),

ρv(b4) = (1, 2, 5),

ρv(b5) = (2, 6, 5),

ρh(a1) = (2, 3)(4, 5)(6, 7)(8, 9),

ρh(a2) = (1, 5, 4, 8, 2)(3, 7, 6, 10, 9),

ρh(a3) = (2, 3)(4, 5)(6, 7)(8, 9).
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Example 69. (A6, S6 < S10)

R(3, 5) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
1 b5, a1b3a

−1
1 b3,

a1b4a
−1
1 b1, a1b5a

−1
2 b−1

4 , a1b
−1
5 a2b4,

a2b1a
−1
3 b3, a2b2a

−1
2 b−1

2 , a2b3a3b1,

a2b5a2b
−1
1 , a2b

−1
4 a2b

−1
3 , a3b2a

−1
3 b−1

4 ,

a3b3a
−1
3 b−1

2 , a3b4a
−1
3 b1, a3b5a

−1
3 b5


.

ρv(b1) = (2, 5, 4),

ρv(b2) = (),

ρv(b3) = (2, 5, 3),

ρv(b4) = (1, 2, 5),

ρv(b5) = (2, 6, 5),

ρh(a1) = (1, 7, 6, 2)(3, 8)(4, 5, 9, 10),

ρh(a2) = (1, 5, 4, 8)(3, 7, 6, 10),

ρh(a3) = (1, 7, 9, 8)(2, 3, 10, 4)(5, 6).

Example 70. (A6, PGL2(9))

R(3, 5) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
1 b3,

a1b4a
−1
1 b−1

5 , a1b5a
−1
2 b−1

4 , a1b
−1
5 a2b4,

a2b1a
−1
3 b3, a2b2a

−1
2 b−1

2 , a2b3a3b1,

a2b5a2b
−1
1 , a2b

−1
4 a2b

−1
3 , a3b2a

−1
3 b5,

a3b3a
−1
3 b−1

2 , a3b4a
−1
3 b1, a3b5a

−1
3 b−1

4


.

ρv(b1) = (2, 5, 4),

ρv(b2) = (),

ρv(b3) = (2, 5, 3),

ρv(b4) = (1, 2, 5),

ρv(b5) = (2, 6, 5),

ρh(a1) = (1, 2)(3, 8)(4, 5)(6, 7)(9, 10),

ρh(a2) = (1, 5, 4, 8)(3, 7, 6, 10),

ρh(a3) = (1, 7, 6, 2, 3, 10, 4, 5, 9, 8).
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Example 71. (A6, M10)

R(3, 5) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a
−1
1 b−1

2 ,

a1b4a
−1
1 b−1

5 , a1b5a
−1
2 b−1

4 , a1b
−1
5 a2b4,

a2b1a
−1
3 b−1

2 , a2b2a2b3, a2b5a2b
−1
1 ,

a2b
−1
4 a2b

−1
3 , a2b

−1
2 a3b1, a3b2a

−1
3 b−1

5 ,

a3b3a3b
−1
3 , a3b4a

−1
3 b−1

1 , a3b5a
−1
3 b−1

4


.

ρv(b1) = (2, 5, 4),

ρv(b2) = (2, 3, 5),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (1, 2, 5),

ρv(b5) = (2, 6, 5),

ρh(a1) = (2, 3)(4, 5)(6, 7)(8, 9),

ρh(a2) = (1, 5, 4, 8, 2)(3, 7, 6, 10, 9),

ρh(a3) = (1, 4, 5, 2)(6, 9, 10, 7).

Example 72. (A6, PΓL2(9))

R(3, 5) :=



a1b1a
−1
1 b1, a1b2a

−1
1 b−1

3 , a1b3a
−1
1 b−1

2 ,

a1b4a
−1
1 b−1

5 , a1b5a
−1
2 b−1

4 , a1b
−1
5 a2b4,

a2b1a
−1
3 b−1

2 , a2b2a2b3, a2b5a2b
−1
1 ,

a2b
−1
4 a2b

−1
3 , a2b

−1
2 a3b1, a3b2a

−1
3 b4,

a3b3a3b
−1
3 , a3b4a

−1
3 b5, a3b5a

−1
3 b−1

1


.

ρv(b1) = (2, 5, 4),

ρv(b2) = (2, 3, 5),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (1, 2, 5),

ρv(b5) = (2, 6, 5),

ρh(a1) = (1, 10)(2, 3)(4, 5)(6, 7)(8, 9),

ρh(a2) = (1, 5, 4, 8, 2)(3, 7, 6, 10, 9),

ρh(a3) = (1, 5, 7, 2)(4, 9, 10, 6).
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Example 73. (A6, A10)

R(3, 5) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

4 , a1b3a
−1
2 b−1

3 ,

a1b4a
−1
1 b−1

2 , a1b5a
−1
1 b−1

5 , a1b
−1
3 a−1

2 b3,

a2b1a
−1
3 b−1

1 , a2b2a
−1
3 b2, a2b4a

−1
3 b−1

5 ,

a2b5a2b
−1
4 , a2b

−1
5 a3b4, a2b

−1
2 a−1

3 b1,

a2b
−1
1 a−1

3 b−1
2 , a3b3a

−1
3 b−1

4 , a3b5a
−1
3 b−1

3


.

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (2, 3)(4, 5),

ρv(b3) = (1, 2)(5, 6),

ρv(b4) = (2, 5, 4),

ρv(b5) = (2, 3, 5),

ρh(a1) = (2, 4)(7, 9),

ρh(a2) = (2, 10, 9)(4, 5)(6, 7),

ρh(a3) = (1, 2, 9)(3, 5, 4)(6, 7, 8).

Example 74. (A6, S10)

R(3, 5) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b4, a1b3a

−1
2 b−1

3 ,

a1b4a
−1
1 b−1

2 , a1b5a
−1
1 b−1

5 , a1b
−1
3 a−1

2 b3,

a2b1a
−1
3 b−1

1 , a2b2a
−1
3 b2, a2b4a

−1
3 b−1

5 ,

a2b5a2b
−1
4 , a2b

−1
5 a3b4, a2b

−1
2 a−1

3 b1,

a2b
−1
1 a−1

3 b−1
2 , a3b3a

−1
3 b−1

4 , a3b5a
−1
3 b−1

3


.

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (2, 3)(4, 5),

ρv(b3) = (1, 2)(5, 6),

ρv(b4) = (2, 5, 4),

ρv(b5) = (2, 3, 5),

ρh(a1) = (2, 4, 9, 7),

ρh(a2) = (2, 10, 9)(4, 5)(6, 7),

ρh(a3) = (1, 2, 9)(3, 5, 4)(6, 7, 8).
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Example 75. (A6, PSL2(11))

R(3, 6) :=



a1b1a
−1
3 b−1

2 , a1b2a
−1
1 b−1

1 , a1b3a
−1
1 b−1

4 ,

a1b4a
−1
1 b−1

3 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b
−1
1 a2b2, a2b1a2b

−1
3 , a2b3a2b

−1
5 ,

a2b4a
−1
2 b−1

4 , a2b5a2b6, a2b
−1
6 a2b

−1
2 ,

a2b
−1
1 a3b2, a3b1a3b

−1
3 , a3b3a3b

−1
5 ,

a3b4a
−1
3 b−1

4 , a3b5a3b6, a3b
−1
6 a3b

−1
2



.

ρv(b1) = (2, 6, 4, 3, 5),

ρv(b2) = (1, 3, 4, 2, 5),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρh(a1) = (1, 2)(3, 4)(5, 6)(7, 8)(9, 10)(11, 12),

ρh(a2) = (1, 2, 7, 5, 3)(6, 11, 12, 10, 8),

ρh(a3) = (1, 2, 7, 5, 3)(6, 11, 12, 10, 8).
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Example 76. (A6, PGL2(11))

R(3, 6) :=



a1b1a
−1
1 b−1

2 , a1b2a
−1
1 b−1

4 , a1b3a
−1
2 b1,

a1b4a
−1
1 b−1

6 , a1b5a
−1
1 b−1

3 , a1b6a
−1
1 b−1

5 ,

a1b
−1
3 a3b

−1
1 , a2b1a2b2, a2b3a2b

−1
5 ,

a2b4a
−1
2 b−1

4 , a2b5a2b6, a2b
−1
6 a2b

−1
2 ,

a2b
−1
1 a3b

−1
3 , a3b1a3b2, a3b3a3b

−1
5 ,

a3b4a
−1
3 b−1

4 , a3b5a3b6, a3b
−1
6 a3b

−1
2



.

ρv(b1) = (1, 4, 3, 5, 2),

ρv(b2) = (2, 5)(3, 4),

ρv(b3) = (2, 4, 3, 6, 5),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρh(a1) = (1, 10, 8, 7, 9, 11, 12, 3, 5, 6, 4, 2),

ρh(a2) = (1, 10, 8, 6, 11)(2, 7, 5, 3, 12),

ρh(a3) = (1, 10, 8, 6, 11)(2, 7, 5, 3, 12).
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Example 77. (A6, A12)

R(3, 6) :=



a1b1a
−1
3 b−1

1 , a1b2a
−1
3 b1, a1b3a

−1
1 b−1

4 ,

a1b4a
−1
1 b−1

3 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b
−1
2 a−1

3 b−1
2 , a1b

−1
1 a2b2, a2b1a2b

−1
3 ,

a2b3a2b
−1
5 , a2b4a

−1
2 b−1

4 , a2b5a2b6,

a2b
−1
6 a2b

−1
2 , a2b

−1
1 a−1

3 b2, a3b3a3b
−1
3 ,

a3b4a
−1
3 b−1

4 , a3b5a3b
−1
5 , a3b6a3b

−1
6



.

ρv(b1) = (1, 3)(2, 6, 4, 5),

ρv(b2) = (1, 3, 2, 5)(4, 6),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρh(a1) = (2, 11, 12)(3, 4)(5, 6)(7, 8)(9, 10),

ρh(a2) = (1, 2, 7, 5, 3)(6, 11, 12, 10, 8),

ρh(a3) = (1, 11, 2).
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Example 78. (A6, S12)

R(3, 6) :=



a1b1a
−1
1 b2, a1b2a3b

−1
1 , a1b3a

−1
1 b−1

4 ,

a1b4a
−1
1 b−1

3 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b
−1
2 a−1

2 b1, a2b1a2b
−1
3 , a2b3a2b

−1
5 ,

a2b4a
−1
2 b−1

4 , a2b5a2b6, a2b
−1
6 a2b

−1
2 ,

a2b
−1
1 a3b2, a3b1a3b

−1
3 , a3b3a3b

−1
5 ,

a3b4a
−1
3 b−1

4 , a3b5a3b6, a3b
−1
6 a3b

−1
2



.

ρv(b1) = (1, 4, 3, 5, 2),

ρv(b2) = (2, 5, 6, 3, 4),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρh(a1) = (1, 2, 12, 11)(3, 4)(5, 6)(7, 8)(9, 10),

ρh(a2) = (1, 2, 7, 5, 3)(6, 11, 12, 10, 8),

ρh(a3) = (1, 2, 7, 5, 3)(6, 11, 12, 10, 8).
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Example 79. (A6, PSL2(13))

R(3, 7) :=



a1b1a
−1
1 b−1

2 , a1b2a3b
−1
1 , a1b3a

−1
1 b−1

4 ,

a1b4a
−1
1 b−1

3 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b7a
−1
1 b−1

7 , a1b
−1
2 a−1

2 b1, a2b1a2b
−1
7 ,

a2b3a2b
−1
5 , a2b4a

−1
2 b−1

4 , a2b5a2b6,

a2b7a2b
−1
3 , a2b

−1
6 a2b

−1
2 , a2b

−1
1 a3b2,

a3b1a3b
−1
7 , a3b3a3b

−1
5 , a3b4a

−1
3 b−1

4 ,

a3b5a3b6, a3b7a3b
−1
3 , a3b

−1
6 a3b

−1
2



.

ρv(b1) = (1, 4, 3, 5, 2),

ρv(b2) = (2, 5, 6, 3, 4),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρv(b7) = (2, 5)(3, 4),

ρh(a1) = (1, 2)(3, 4)(5, 6)(9, 10)(11, 12)(13, 14),

ρh(a2) = (1, 2, 9, 5, 3, 7)(6, 13, 14, 8, 12, 10),

ρh(a3) = (1, 2, 9, 5, 3, 7)(6, 13, 14, 8, 12, 10).
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Example 80. (A6, PGL2(13))

R(3, 7) :=



a1b1a
−1
1 b−1

2 , a1b2a3b
−1
1 , a1b3a

−1
1 b7,

a1b4a
−1
1 b−1

6 , a1b5a
−1
1 b5, a1b6a

−1
1 b−1

4 ,

a1b7a
−1
1 b3, a1b

−1
2 a−1

2 b1, a2b1a2b
−1
7 ,

a2b3a2b
−1
5 , a2b4a

−1
2 b−1

4 , a2b5a2b6,

a2b7a2b
−1
3 , a2b

−1
6 a2b

−1
2 , a2b

−1
1 a3b2,

a3b1a3b
−1
7 , a3b3a3b

−1
5 , a3b4a

−1
3 b−1

4 ,

a3b5a3b6, a3b7a3b
−1
3 , a3b

−1
6 a3b

−1
2



.

ρv(b1) = (1, 4, 3, 5, 2),

ρv(b2) = (2, 5, 6, 3, 4),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρv(b7) = (2, 5)(3, 4),

ρh(a1) = (1, 2)(3, 8)(4, 6)(5, 10)(7, 12)(9, 11)(13, 14),

ρh(a2) = (1, 2, 9, 5, 3, 7)(6, 13, 14, 8, 12, 10),

ρh(a3) = (1, 2, 9, 5, 3, 7)(6, 13, 14, 8, 12, 10).
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Example 81. (A6, A14)

R(3, 7) :=



a1b1a
−1
1 b−1

2 , a1b2a3b
−1
1 , a1b3a

−1
1 b−1

4 ,

a1b4a
−1
1 b−1

3 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b7a
−1
1 b−1

7 , a1b
−1
2 a−1

2 b1, a2b1a2b
−1
7 ,

a2b3a2b
−1
5 , a2b4a

−1
2 b−1

4 , a2b5a2b6,

a2b7a2b
−1
3 , a2b

−1
6 a2b

−1
2 , a2b

−1
1 a3b2,

a3b1a3b
−1
3 , a3b3a3b

−1
5 , a3b4a

−1
3 b−1

4 ,

a3b5a3b6, a3b7a3b
−1
7 , a3b

−1
6 a3b

−1
2



.

ρv(b1) = (1, 4, 3, 5, 2),

ρv(b2) = (2, 5, 6, 3, 4),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρv(b7) = (2, 5)(3, 4),

ρh(a1) = (1, 2)(3, 4)(5, 6)(9, 10)(11, 12)(13, 14),

ρh(a2) = (1, 2, 9, 5, 3, 7)(6, 13, 14, 8, 12, 10),

ρh(a3) = (1, 2, 9, 5, 3)(6, 13, 14, 12, 10).
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Example 82. (A6, S14)

R(3, 7) :=



a1b1a
−1
1 b−1

2 , a1b2a3b
−1
1 , a1b3a

−1
1 b−1

4 ,

a1b4a
−1
1 b−1

3 , a1b5a
−1
1 b−1

6 , a1b6a
−1
1 b−1

5 ,

a1b7a
−1
1 b7, a1b

−1
2 a−1

2 b1, a2b1a2b
−1
7 ,

a2b3a2b
−1
5 , a2b4a

−1
2 b−1

4 , a2b5a2b6,

a2b7a2b
−1
3 , a2b

−1
6 a2b

−1
2 , a2b

−1
1 a3b2,

a3b1a3b
−1
3 , a3b3a3b

−1
5 , a3b4a

−1
3 b−1

4 ,

a3b5a3b6, a3b7a3b
−1
7 , a3b

−1
6 a3b

−1
2



.

ρv(b1) = (1, 4, 3, 5, 2),

ρv(b2) = (2, 5, 6, 3, 4),

ρv(b3) = (2, 5)(3, 4),

ρv(b4) = (),

ρv(b5) = (2, 5)(3, 4),

ρv(b6) = (2, 5)(3, 4),

ρv(b7) = (2, 5)(3, 4),

ρh(a1) = (1, 2)(3, 4)(5, 6)(7, 8)(9, 10)(11, 12)(13, 14),

ρh(a2) = (1, 2, 9, 5, 3, 7)(6, 13, 14, 8, 12, 10),

ρh(a3) = (1, 2, 9, 5, 3)(6, 13, 14, 12, 10).
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A.2 Amalgam decompositions of Example 1

We first give the vertical decomposition of Γ of Example 1:

Γ ∼= F
(v,b)
3 ∗

F
(v,b)
13

∼=F
(v,s)
13

F
(v,s)
7 .

F
(v,b)
3 = 〈b1, b2, b3〉, F

(v,s)
7 = 〈s1, s2, s3, s4, s5, s6, s7〉. The inclusion F

(v,b)
13 ↪→ F

(v,b)
3 is given by the

description of F
(v,b)
13 as a subgroup of F

(v,b)
3 of index 6:

F
(v,b)
13 = 〈b1, b3, b2b

−1
3 b2, b−1

2 b−1
3 b2

2, b−1
2 b1b

2
2, b−1

2 b−1
1 b2

2,

b2b
−2
1 b−1

2 , b2b3b
−1
1 b−1

2 , b2
2b
−1
1 b−1

2 , b−3
2 b−1

1 b−1
2 ,

b2b1b
2
3b

2
2, b−2

2 b−1
3 b1b3b

2
2, b−2

2 b−1
3 b2b3b

2
2〉,

the inclusion F
(v,s)
13 ↪→ F

(v,s)
7 by

F
(v,s)
13 = 〈s1, s2, s6, s−1

4 s3, s−1
5 s3, s−1

7 s3, s7s
−1
3 , s5s

−1
3 ,

s4s
−1
3 , s−1

3 s6s
−1
3 , s2

3, s−1
3 s1s3, s−1

3 s2s3〉.

The identification
F

(v,b)
13

∼=←→ F
(v,s)
13

b1 ←→ s1

b3 ←→ s2

b2b
−1
3 b2 ←→ s6

b−1
2 b−1

3 b2
2 ←→ s−1

4 s3

b−1
2 b1b

2
2 ←→ s−1

5 s3

b−1
2 b−1

1 b2
2 ←→ s−1

7 s3

b2b
−2
1 b−1

2 ←→ s7s
−1
3

b2b3b
−1
1 b−1

2 ←→ s5s
−1
3

b2
2b
−1
1 b−1

2 ←→ s4s
−1
3

b−3
2 b−1

1 b−1
2 ←→ s−1

3 s6s
−1
3

b2b1b
2
3b

2
2 ←→ s2

3

b−2
2 b−1

3 b1b3b
2
2 ←→ s−1

3 s1s3

b−2
2 b−1

3 b2b3b
2
2 ←→ s−1

3 s2s3

leads to the following finite presentation of Γ:

generators(Γ) = {b1, b2, b3, s1, s2, s3, s4, s5, s6, s7},

relations(Γ) =



b1 = s1,

b3 = s2,

b2b
−1
3 b2 = s6,

b−1
2 b−1

3 b2
2 = s−1

4 s3,

b−1
2 b1b

2
2 = s−1

5 s3,

b−1
2 b−1

1 b2
2 = s−1

7 s3,

b2b
−2
1 b−1

2 = s7s
−1
3 ,

b2b3b
−1
1 b−1

2 = s5s
−1
3 ,

b2
2b
−1
1 b−1

2 = s4s
−1
3 ,

b−3
2 b−1

1 b−1
2 = s−1

3 s6s
−1
3 ,

b2b1b
2
3b

2
2 = s2

3,

b−2
2 b−1

3 b1b3b
2
2 = s−1

3 s1s3,

b−2
2 b−1

3 b2b3b
2
2 = s−1

3 s2s3



.
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In a similar way, we can describe the horizontal decomposition of

Γ ∼= F
(h,a)
3 ∗

F
(h,a)
13

∼=F
(h,u)
13

F
(h,u)
7 .

generators(Γ) = {a1, a2, a3, u1, u2, u3, u4, u5, u6, u7},

relations(Γ) =



a1 = u1,

a4
3 = u5u7,

a2a
−3
3 = u7u

−1
5 ,

a3
3a1a

−3
3 = u5u1u

−1
5 ,

a3a1a
−2
3 = u2u

−1
5 ,

a3a2a
−2
3 = u−1

3 u−1
5 ,

a2
3a1a

−1
3 = u5u4,

a2
3a2a

−1
3 = u5u6,

a3
3a2a1a2 = u5u2,

a3
3a2a3a2 = u5u

−1
6 ,

a3
3a

3
2 = u2

5,

a−1
2 a3a

−1
2 a−3

3 = u4u
−1
5 ,

a−1
2 a1a

−1
2 a−3

3 = u3u
−1
5



.

We recall the relators R(3, 3) of Example 1:

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a2b
−1
2 ,

a1b
−1
3 a−1

3 b2, a2b1a
−1
3 b−1

2 , a2b2a
−1
3 b−1

3 ,

a2b3a
−1
3 b1, a2b

−1
3 a3b2, a2b

−1
1 a−1

3 b−1
1


.

Explicit isomorphisms between the three given presentations of Γ are:

F
(v,b)
3 ∗

F
(v,b)
13

∼=F
(v,s)
13

F
(v,s)
7

∼=←→ 〈a1, . . . , b3 | R(3, 3)〉
∼=←→ F

(h,a)
3 ∗

F
(h,a)
13

∼=F
(h,u)
13

F
(h,u)
7

s3b
−2
2 b−1

3 ←→ a1 ←→ a1 = u1

b3b2s
−1
4 b2 ←→ a2 ←→ a2

b2s
−1
4 b2

2 ←→ a3 ←→ a3

s1 = b1 ←→ b1 ←→ u−1
7 a2

b2 ←→ b2 ←→ a2u
−1
5 a2

3

s2 = b3 ←→ b3 ←→ a2
2u
−1
5 a3

s3 ←→ a1b3b
2
2 = b2b1b3a

−1
1

s4 ←→ a1b
2
3b2 = b2

2b3a
−1
1

s5 ←→ a1b3b
−1
1 b2 = b2b

2
3a
−1
1

s6 ←→ b2b
−1
3 b2

s7 ←→ a1b3b1b2 = b2b
−1
1 b3a

−1
1

a3a1a3b
−1
1 = b1a2a1a2 ←→ u2

a−1
2 a1a

−1
2 b−1

1 = b1(a3a2a3)−1 ←→ u3

a−1
2 a3a

−1
2 b−1

1 = b1a
−1
3 a1a

−1
3 ←→ u4

a3
3b
−1
1 = b1a

3
2 ←→ u5

(b1a2a3a2)−1 = b1a
−1
3 a2a

−1
3 ←→ u6

a2b
−1
1 = b1a3 ←→ u7.
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With this identification, the abelianization map Γ→ Γab ∼= Z2
2 is now

a1, a2, a3 7→ (1, 0)

b1, b2, b3 7→ (0, 1)

s1, s2, s6 7→ (0, 1)

s3, s4, s5, s7 7→ (1, 1)

u1 7→ (1, 0)

u2, u3, u4, u5, u6, u7 7→ (1, 1).

The vertical amalgam decomposition of Γ described above gives a natural action of Γ on the
first barycentric subdivision T ′6 of T2m = T6. See [66, Chapter 4] for the general theory about
amalgams and their action on the corresponding tree. Let P be the vertex of T ′6 stabilized by
F

(v,b)
3 = 〈b1, b2, b3〉. The local action of Γ ∼= pr1(Γ) < Aut(T2m) on S(xh, 1) in T6, i.e. the

homomorphism ρv : 〈b1, b2, b3〉 � Ph < S2m determined in the proof of Theorem 1(1), can be
reconstructed by the action of F

(v,b)
3 on the set of edges of T ′6 originating at P . These edges are

labelled by right cosets F
(v,b)
13 gi, i = 1, . . . , 6, gi ∈ F

(v,b)
3 , such that

F
(v,b)
3 =

6⊔
i=1

F
(v,b)
13 gi.

The group F
(v,b)
3 = 〈b1, b2, b3〉 acts by right multiplication on the set of right cosets {F (v,b)

13 gi}i=1,...,6.
If we choose g1 = 1, g2 = b2b1b2, g3 = (b2b1)2, g4 = b2b1, g5 = b2, g6 = b2b1b3 and make the
identification F

(v,b)
13 gi ↔ i for i = 1, . . . , 6, then we exactly get back our ρv:

ρv(b1) = (2, 3)(4, 5),

ρv(b2) = (1, 5, 4, 2, 3),

ρv(b3) = (2, 3, 5, 4, 6), generating Ph = A6.

In the same way, we compute the action of F
(h,a)
3 = 〈a1, a2, a3〉 by right multiplication on right

cosets
F

(h,a)
3 = F

(h,a)
13 t F

(h,a)
13 a2

2a1 t F
(h,a)
13 a2

2 t F
(h,a)
13 a3 t F

(h,a)
13 a3a1 t F

(h,a)
13 a2

and recover ρh : 〈a1, a2, a3〉� Pv < S2n = S6:

ρh(a1) = (2, 3)(4, 5),

ρh(a2) = (1, 6, 3, 2)(4, 5),

ρh(a3) = (1, 4, 5, 6)(2, 3), generating Pv = A6.
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The cell complex X0 of Example 1 corresponding to Γ0 is given by the following 4 · 9 = 36
geometric squares:

α

γ

β

δ a1,δ

a1,α

b3,α b2,β

a1,α

b3,βb2,α

b2,α

b2,δ

b2,α

b1,α

b3,δ

b1,β

b3,γ

b3,β

b2,β

b2,γ

a3,δ

a3,γ

a1,γ

a3,γ

a3,δ

a2,α

a2,α

a1,β

a2,β

a2,β

a2,α

a2,α

a2,β

a2,β

b2,β

b1,γ

b3,β

b1,β

a3,δ

a3,δ

a2,δ

a2,γ

a3,γ

b3,α

b1,α

b3,α

b2,α

b1,δ

a3,γ

a1,β

b2,β

b1,βb1,α

a1,δ

a1,α

a3,δ

a3,δ

a1,γ

a3,γ

a3,γ

a1,α

a2,α

a1,β

a1,β

a2,β

b2,δ

b1,δ

b3,δ

b3,α

b3,β

b1,β

b3,γ

b2,γ

b1,γ

b1,α
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α

γ

β

δ a1,δ

a1,α

b3,δ b2,γ

a2,β

b3,γb2,δ

b2,δ

b2,α

b2,δ

b1,δ

b3,α

b1,γ

b3,β

b3,γ

b2,γ

b2,β

a2,δ

a2,δ

a1,γ

a2,γ

a2,γ

a3,α

a3,β

a1,β

a3,β

a3,α

a3,α

a3,α

a3,β

a3,β

b2,γ

b1,β

b3,γ

b1,γ

a2,δ

a2,δ

a1,γ

a1,δ

a2,γ

b3,δ

b1,δ

b3,δ

b2,δ

b1,α

a2,γ

a2,α

b2,γ

b1,γb1,δ

a1,δ

a1,α

a1,δ

a2,δ

a1,γ

a1,γ

a2,γ

a3,α

a3,α

a1,β

a3,β

a3,β

b2,α

b1,α

b3,α

b3,δ

b3,γ

b1,γ

b3,β

b2,β

b1,β

b1,δ

Figure 17: X0 of Example 1
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The decompositions of Γ0 are:

F
(v,r)
5 ∗

F
(v,r)
25

∼=F
(v,q)
25

F
(v,q)
5

∼= Γ0
∼= F

(h,t)
5 ∗

F
(h,t)
25

∼=F
(h,w)
25

F
(h,w)
5 ,

where F
(v,r)
5 = 〈r1, r2, r3, r4, r5〉, F

(v,q)
5 = 〈q1, q2, q3, q4, q5〉. The inclusion F

(v,r)
25 ↪→ F

(v,r)
5 is

defined by

F
(v,r)
25 = 〈r2, r5, r3, r1r5r

−1
3 r−1

1 , r1r4r
−1
3 r−1

1 , r1r3r
−1
1 , r−1

1 r5r1,

r−1
1 r3r1, r−1

1 r4r1, r−1
1 r2r

−1
1 , r−1

4 r−1
1 r4, r−1

4 r5r1r4,

r−1
4 r−1

1 r2r4, r4r1r
−1
4 , r4r2r

−1
4 , r4r5r

−1
4 , r4r

−1
3 r4,

r4r3r2r1, r4r3r4r
−1
3 r−1

4 , r4r3r5r
−1
3 r−1

4 , r4r3r1r
−1
3 r−1

4 ,

r2
4r1r4, r1r3r

2
1 , r1r3r2r

−1
3 r−1

4 , r4r
2
3r1r4〉

and the other inclusion F
(v,q)
25 ↪→ F

(v,q)
5 by

F
(v,q)
25 = 〈q1, q5, q4, q2q4q

−1
2 , q2q3q

−1
2 , q2q

−1
5 q−1

2 , q−1
2 q−1

3 q2,

q−1
2 q−1

3 q4q2, q−1
2 q−1

3 q5q2, q−1
2 q1q

−1
2 , q−1

3 q−1
5 q3,

q−1
3 q−1

2 q3, q−1
3 q1q3, q3q2q

−1
1 q−1

3 , q3q
−1
5 q−1

1 q−1
3 ,

q3q1q
−1
3 , q3q

−1
4 q3, q3q1q4q1q3q2, q3q1q4q3q

−1
4 q−1

1 q−1
3 ,

q3q1q4q5q
−1
4 q−1

1 q−1
3 , q3q1q4q2q

−1
4 q−1

1 q−1
3 , q3q1q

2
3 ,

q2
2q3q2, q2q1q

−1
4 q−1

1 q−1
3 , q3q1q

2
4q3〉.

We obtain a finite presentation for the vertical decomposition of Γ0:

generators(Γ0) = {r1, r2, r3, r4, r5, q1, q2, q3, q4, q5},

relations(Γ0) =



r2 = q1,

r5 = q5,

r3 = q4,

r1r5r
−1
3 r−1

1 = q2q4q
−1
2 ,

r1r4r
−1
3 r−1

1 = q2q3q
−1
2 ,

r1r3r
−1
1 = q2q

−1
5 q−1

2 ,

r−1
1 r5r1 = q−1

2 q−1
3 q2,

r−1
1 r3r1 = q−1

2 q−1
3 q4q2,

r−1
1 r4r1 = q−1

2 q−1
3 q5q2,

r−1
1 r2r

−1
1 = q−1

2 q1q
−1
2 ,

r−1
4 r−1

1 r4 = q−1
3 q−1

5 q3,

r−1
4 r5r1r4 = q−1

3 q−1
2 q3,

r−1
4 r−1

1 r2r4 = q−1
3 q1q3,

r4r1r
−1
4 = q3q2q

−1
1 q−1

3 ,

r4r2r
−1
4 = q3q

−1
5 q−1

1 q−1
3 ,

r4r5r
−1
4 = q3q1q

−1
3 ,

r4r
−1
3 r4 = q3q

−1
4 q3,

r4r3r2r1 = q3q1q4q1q3q2,

r4r3r4r
−1
3 r−1

4 = q3q1q4q3q
−1
4 q−1

1 q−1
3 ,

r4r3r5r
−1
3 r−1

4 = q3q1q4q5q
−1
4 q−1

1 q−1
3 ,

r4r3r1r
−1
3 r−1

4 = q3q1q4q2q
−1
4 q−1

1 q−1
3 ,

r2
4r1r4 = q3q1q

2
3 ,

r1r3r
2
1 = q2

2q3q2,

r1r3r2r
−1
3 r−1

4 = q2q1q
−1
4 q−1

1 q−1
3 ,

r4r
2
3r1r4 = q3q1q

2
4q3



.
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The horizontal decomposition of Γ0 is:

generators(Γ0) = {w1, w2, w3, w4, w5, t1, t2, t3, t4, t5},

relations(Γ0) =



w1w5 = t2t4,

w1w
2
4 = t2t

2
5,

w3 = t3,

w1w3w
−1
1 = t2t3t

−1
2 ,

w4w
−1
1 = t5t

−1
2 ,

w1w2 = t2t1,

w−1
4 w1w4 = t−1

5 t2t5,

w−1
4 w−1

3 w4 = t−1
5 t1t5,

w−1
4 w5w4 = t−1

5 t3t5,

w−1
4 w−1

2 w4 = t−1
5 t4t5,

w1w
−2
2 = t2t

−1
1 t2t

−1
1 ,

w2w
−1
1 w2w

−1
1 = t1t5t1t

−1
2 ,

w1w
−1
2 w−1

4 w−1
2 = t2t

−2
1 ,

w2w3w2w
−1
1 = t1t3t1t

−1
2 ,

w2w5w2w
−1
1 = t1t4t1t

−1
2 ,

w1w
−1
5 w3w

−1
5 = t2t

−1
4 t5t

−1
4 ,

w5w
−1
4 w5w

−1
1 = t4t2t4t

−1
2 ,

w2
5w−1

1 = t24t
−1
2 ,

w5w2w5w
−1
1 = t4t1t4t

−1
2 ,

w1w
−1
5 w−1

1 w−1
5 = t2t

−1
4 t3t

−1
4 ,

w−1
1 w−1

5 w−2
1 = t−1

2 t1t
−2
2 ,

w−1
1 w2w

−2
1 = t−3

2 ,

w2
1w4w1 = t22t5t2,

w2
1w3w1 = t22t3t2,

w3
1 = t22t4t2



.

Explicit isomorphisms between the two amalgams of Γ0 and Γ0 as a subgroup of Γ are given as
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follows:

Γ
∨

F
(v,r)
5 ∗

F
(v,r)
25

∼=F
(v,q)
25

F
(v,q)
5

∼=←→ Γ0

∼=←→ F
(h,t)
5 ∗

F
(h,t)
25

∼=F
(h,w)
25

F
(h,w)
5

r1 ←→ b2b
−1
1 ←→ w1t

−1
2

r2 = q1 ←→ b3b
−1
1 ←→ w4t

−1
5

r3 = q4 ←→ b1b3 ←→ t−1
4 w5

r4 ←→ b1b2 ←→ t−1
1 w2w4

r5 = q5 ←→ b2
1 ←→ t−1

5 w4

q2 ←→ a1a
−1
3 b2b

−1
1 = b2b3a

−1
3 a−1

1 ←→ w−1
2 w1t

−1
2

q3 ←→ a1a
−1
2 b2

2 = b1b2a
−1
2 a−1

1 ←→ t−1
2 t−1

1 w2w4

r1r4q
−1
3 ←→ a2a

−1
1 ←→ w1

r1q
−1
2 ←→ a3a

−1
1 ←→ w2

q−1
1 q−1

2 r1r3r2 ←→ a2
1 ←→ w3 = t3

q−1
3 r4 ←→ a1a2 ←→ w4

q−1
2 r1r3 ←→ a1a3 ←→ w5

r1q
−1
2 q−1

3 ←→ a3a2b
−1
2 b−1

1 = b2
1a3a

−1
1 ←→ t1

r1r4q
−1
3 q−1

5 ←→ a2a
−1
1 b−2

1 = b1b
−1
2 a2a

−1
1 ←→ t2

q−1
2 r1 ←→ a1a3b

−1
3 b−1

1 = b2
1a1a3 ←→ t4

q−1
3 r4r

−1
5 ←→ a1a2b

−2
1 = b1b

−1
3 a1a2 ←→ t5
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A.3 Illustration of Theorem 1(7)

In the notation of the proof of [16, Proposition 6.1] we have n = 0, (0)X = (A6, A6)-complex X of
Example 1 and k = ` = 4. Let Ck,` be given by

{a4b4a
−1
5 b−1

5 , a4b
−1
4 a−1

5 b5, a4b5a
−1
5 b−1

4 , a4b
−1
5 a−1

5 b4}

and C4,4 (a disjoint copy of Ck,`) be given by

{a6b6a
−1
7 b−1

7 , a6b
−1
6 a−1

7 b7, a6b7a
−1
7 b−1

6 , a6b
−1
7 a−1

7 b6}.

We choose (0)a := a1, (0)b := b1, â1 := a4, â2 := a5, b̂1 := b4, b̂2 := b5, ã1 := a6, ã2 := a7, b̃1 := b6,
b̃2 := b7. The surgery described in the proof of [16, Proposition 6.1] leads to the irreducible
(A14, A14)-complex given by the following R(7, 7) (the relators of the embedded Example 1 are
underlined):



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a2b
−1
2 , a1b4a

−1
7 b−1

4 , a1b5a
−1
1 b−1

5 , a1b6a
−1
5 b−1

6 , a1b7a
−1
1 b−1

7 ,

a1b
−1
6 a−1

5 b6, a1b
−1
4 a−1

7 b4, a1b
−1
3 a−1

3 b2, a2b1a
−1
3 b−1

2 , a2b2a
−1
3 b−1

3 , a2b3a
−1
3 b1, a2b4a

−1
2 b−1

4 ,

a2b5a
−1
2 b−1

5 , a2b6a
−1
2 b−1

6 , a2b7a
−1
2 b−1

7 , a2b
−1
3 a3b2, a2b

−1
1 a−1

3 b−1
1 , a3b4a

−1
3 b−1

4 , a3b5a
−1
3 b−1

5 ,

a3b6a
−1
3 b−1

6 , a3b7a
−1
3 b−1

7 , a4b1a
−1
4 b−1

7 , a4b2a
−1
4 b−1

2 , a4b3a
−1
4 b−1

3 , a4b4a
−1
5 b−1

5 , a4b5a
−1
5 b−1

4 ,

a4b6a
−1
4 b−1

6 , a4b7a
−1
4 b−1

1 , a4b
−1
5 a−1

5 b4, a4b
−1
4 a−1

5 b5, a5b1a
−1
5 b−1

1 , a5b2a
−1
5 b−1

2 , a5b3a
−1
5 b−1

3 ,

a5b7a
−1
5 b−1

7 , a6b1a
−1
6 b−1

5 , a6b2a
−1
6 b−1

2 , a6b3a
−1
6 b−1

3 , a6b4a
−1
6 b−1

4 , a6b5a
−1
6 b−1

1 , a6b6a
−1
7 b−1

7 ,

a6b7a
−1
7 b−1

6 , a6b
−1
7 a−1

7 b6, a6b
−1
6 a−1

7 b7, a7b1a
−1
7 b−1

1 , a7b2a
−1
7 b−1

2 , a7b3a
−1
7 b−1

3 , a7b5a
−1
7 b−1

5



.

ρv(b1) = (2, 3)(12, 13),

ρv(b2) = (1, 13, 12, 2, 3),

ρv(b3) = (2, 3, 13, 12, 14),

ρv(b4) = (1, 7)(4, 5)(8, 14)(10, 11),

ρv(b5) = (4, 5)(10, 11),

ρv(b6) = (1, 5)(6, 7)(8, 9)(10, 14),

ρv(b7) = (6, 7)(8, 9),

ρh(a1) = (2, 3)(12, 13),

ρh(a2) = (1, 14, 3, 2)(12, 13),

ρh(a3) = (1, 12, 13, 14)(2, 3),

ρh(a4) = (1, 7)(4, 5)(8, 14)(10, 11),

ρh(a5) = (4, 5)(10, 11),

ρh(a6) = (1, 5)(6, 7)(8, 9)(10, 14),

ρh(a7) = (6, 7)(8, 9).
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A.4 Proof of Proposition 16

We first recall Proposition 16:

Proposition 16. For each k ∈ N0 and Γ as in Example 1 we have 〈〈a6(1+2k)
1 〉〉Γ = Γ0.

In the proof we need two lemmas:

Lemma 76. b−1
3 b2a

6(1+2k)
1 b−1

2 b3 = a
−6(1+2k)
2 for each k ∈ N0.

Proof. We only use the given relators in Γ. For k = 0:

b−1
3 b2a

6
1b
−1
2 b3

= b−1
3 a3b3a

5
1b
−1
2 b3

= b−1
3 a3a1b2a

4
1b
−1
2 b3

= b−1
3 a3a1a3b3a

3
1b
−1
2 b3

= b−1
3 a3a1a3a1b2a

2
1b
−1
2 b3

= b−1
3 a3a1a3a1a3b3a1b

−1
2 b3

= b−1
3 a3a1a3a1a3a1b2b

−1
2 b3

= a−1
2 b−1

2 a1a3a1a3a1b3

= a−1
2 a−1

2 b−1
3 a3a1a3a1b3

= a−2
2 a−1

2 b−1
2 a1a3a1b3

= a−3
2 a−1

2 b−1
3 a3a1b3

= a−4
2 a−1

2 b−1
2 a1b3

= a−5
2 a−1

2 b−1
3 b3

= a−6
2 .

Therefore b−1
3 b2a

6(1+2k)
1 b−1

2 b3 = a
−6(1+2k)
2 .

Lemma 77. a2b3b2b
−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2 = a

6(1+2k)
2 b2b1, k ∈ N0.

Proof. The proof is by induction on k.
k = 0:

a2b3b2b
−1
3 a6

1b3b
−1
2 b−1

3 a−1
2

= a2b3b2a1b
−1
2 a5

1b3b
−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 b−1

3 a4
1b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 a1b

−1
2 a3

1b3b
−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 a1a

−1
2 b−1

3 a2
1b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 a1a

−1
2 a1b

−1
2 a1b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 a1a

−1
2 a1a

−1
2 b−1

3 b3b
−1
2 b−1

3 a−1
2

= a2b3a3b3a
−1
2 a1a

−1
2 a1a

−1
2 b−1

2 b−1
3 a−1

2

= a2b3a3a3b2a1a
−1
2 a1a

−1
2 b−1

2 b−1
3 a−1

2

= a2b3a
2
3a3b3a

−1
2 a1a

−1
2 b−1

2 b−1
3 a−1

2

= a2b3a
3
3a3b2a1a

−1
2 b−1

2 b−1
3 a−1

2

= a2b3a
4
3a3b3a

−1
2 b−1

2 b−1
3 a−1

2

= a2b3a
5
3a3b2b

−1
2 b−1

3 a−1
2
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= a2a2b2a
5
3b
−1
3 a−1

2

= a2
2a2b1a

4
3b
−1
3 a−1

2

= a3
2a2b

−1
1 a3

3b
−1
3 a−1

2

= a4
2a2b3a

2
3b
−1
3 a−1

2

= a5
2a2b2a3b

−1
3 a−1

2

= a6
2a2b1b

−1
3 a−1

2

= a7
2b1a

−1
3 b1

= a7
2a
−1
2 b2b1

= a6
2b2b1.

induction step k → k + 1:

a2b3b2b
−1
3 a

6(1+2(k+1))
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2b
−1
3 a12

1 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1b
−1
2 a11

1 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 b−1

3 a10
1 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 a1b

−1
2 a9

1a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2a1a
−1
2 a1a

−1
2 b−1

3 a8
1a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )2a1b

−1
2 a7

1a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )2a1a

−1
2 b−1

3 a6
1a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )3a1b

−1
2 a5

1a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )3a1a

−1
2 b−1

3 a4
1a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )4a1b

−1
2 a3

1a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )4a1a

−1
2 b−1

3 a2
1a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )5a1b

−1
2 a1a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3b2(a1a
−1
2 )5a1a

−1
2 b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a3b3a
−1
2 (a1a

−1
2 )5b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a3a3b2(a1a
−1
2 )5b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
2
3a3b3a

−1
2 (a1a

−1
2 )4b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
3
3a3b2(a1a

−1
2 )4b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
4
3a3b3a

−1
2 (a1a

−1
2 )3b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
5
3a3b2(a1a

−1
2 )3b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
6
3a3b3a

−1
2 (a1a

−1
2 )2b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
7
3a3b2(a1a

−1
2 )2b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
8
3a3b3a

−1
2 a1a

−1
2 b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
9
3a3b2a1a

−1
2 b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
10
3 a3b3a

−1
2 b−1

3 a
6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2b3a
11
3 a3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2
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= a2a2b2a
11
3 b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a2
2a2b1a

10
3 b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a3
2a2b

−1
1 a9

3b2b
−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a4
2a2b3a

8
3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a5
2a2b2a

7
3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a6
2a2b1a

6
3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a7
2a2b

−1
1 a5

3b2b
−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a8
2a2b3a

4
3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a9
2a2b2a

3
3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a10
2 a2b1a

2
3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a11
2 a2b

−1
1 a3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a12
2 a2b3b2b

−1
3 a

6(1+2k)
1 b3b

−1
2 b−1

3 a−1
2

= a12
2 a

6(1+2k)
2 b2b1 (by the induction hypothesis)

= a
6(1+2(k+1))
2 b2b1.

Proof of Proposition 16. Since a2
1 ∈ Γ0, one inclusion is obvious:

〈〈a6(1+2k)
1 〉〉Γ < Γ0.

For the other inclusion we have by Lemma 76

a
−6(1+2k)
2 ∈ 〈〈a6(1+2k)

1 〉〉Γ,

and by Lemma 77
a

6(1+2k)
2 b2b1 ∈ 〈〈a6(1+2k)

1 〉〉Γ,

hence together
b2b1 ∈ 〈〈a6(1+2k)

1 〉〉Γ. (20)

Next, we observe that b2
1 ∈ 〈〈b2b1〉〉Γ since

(a1a
−1
2 b2b1a2a

−1
1 )(a2

1b2b1a
−2
1 )

= a1a
−1
2 b2b1a2a1b2b1a

−2
1

= a1a
−1
2 b2b1a2a1b2a

−2
1 b1

= a1a
−1
2 b2b1a2a1a

−1
1 b3a

−1
1 b1

= a1a
−1
2 b2b1a2a

−1
1 b0b1

= a1a
−1
2 b2a3b

−1
3 a−1

3 b2b1

= a1a
−1
2 b2a3a

−1
1 b−1

2 b2b1

= a1a
−1
2 b2a3a

−1
1 b1

= a1a
−1
2 a2b1a

−1
1 b1

= a1b1a
−1
1 b1

= a1a
−1
1 b1b1

= b2
1.
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Moreover, a1a
−1
3 ∈ 〈〈b2

1〉〉Γ < 〈〈b2b1〉〉Γ, since

(a1a
−1
2 b−2

1 a2a
−1
1 )(a−1

1 a−1
2 b2

1a2a1)

= a1a
−1
2 b−2

1 a2a
−2
1 a−1

2 b2
1a2a1

= a1a
−1
2 b−2

1 a2a
−2
1 a−1

2 b1a3b
−1
3 a1

= a1a
−1
2 b−2

1 a2a
−2
1 a−1

2 b1a3a1b
−1
2

= a1a
−1
2 b−2

1 a2a
−2
1 a−1

2 a2b
−1
1 a1b

−1
2

= a1a
−1
2 b−2

1 a2a
−2
1 a1b

−1
1 b−1

2

= a1a
−1
2 b−1

1 a3b1a
−1
1 b−1

1 b−1
2

= a1a
−1
2 b−1

1 a3a
−1
1 b1b

−1
1 b−1

2

= a1a
−1
2 a2b3a

−1
1 b−1

2

= a1a
−1
3 b2b

−1
2

= a1a
−1
3 .

It is easy to check that Γ0 is generated (as a subgroup of Γ) by {a1a
−1
3 , b2

1}. We conclude that

Γ0 = 〈a1a
−1
3 , b2

1〉 < 〈〈b2b1〉〉Γ
(20)
< 〈〈a6(1+2k)

1 〉〉Γ,

as required.
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A.5 Amalgam decomposition of Example 3

We give a finite presentation of the horizontal decomposition Γ0
∼= F5 ∗F41 F5 in Example 3:

generators(Γ0) = {s1, s2, s3, s4, s5, u1, u2, u3, u4, u5},

relations(Γ0) =



s−1
1 s3s

−1
4 s3 = u−1

4 u1u4u3,

s−1
3 s2

4s
−1
3 s4s

−1
1 = u−1

3 u1u3u1u3u1,

s−1
3 s2

4s
3
3s
−2
4 s3 = u−1

3 u1u3u
−1
4 u3u1u4u

−1
1 u−1

3 u−1
1 u3,

s3s1s3s
−2
4 s3 = u−1

4 u−1
1 u2u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−2
3 s1s3 = u−1

3 u1u3u1u
−1
4 u−1

1 u2u3,

s3s2s3s
−2
4 s3 = u−1

4 u−1
1 u−1

5 u−1
1 u−1

3 u−1
1 u3,

s−1
3 s2s

2
3s
−2
4 s3 = u−1

3 u−1
1 u2u4u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s4s2s4s

2
3s
−2
4 s3 = u−1

3 u−1
5 u1u4u

−1
1 u−1

3 u−1
1 u3,

s−1
1 s2s3s

−1
4 s3 = u−1

4 u2u4u3,

s−1
3 s2

4s
−2
3 s−1

4 s−1
3 s−1

4 s3 = u−1
3 u1u3u1u

−1
4 u−2

1 u−1
4 u−1

1 u3,

s−1
1 s−1

3 s4s
2
3s
−2
4 s3 = u−2

4 u1u4u
−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−1
3 s4s

−1
3 s−1

1 = u−1
3 u1u3u1u3u

−1
4 ,

s−1
4 s3

3s
−2
4 s3 = u−1

5 u3u1u4u
−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−1
3 s−1

4 s2
3 = u−1

3 u1u3u1u
−1
5 u4u1u3,

s−1
5 s3

3s
−2
4 s3 = u2u3u1u4u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s−1

5 s2
3s
−2
4 s3 = u−1

3 u−1
1 u−1

5 u4u
−1
1 u−1

3 u−1
1 u3,

s−1
3 s4s

−1
5 s4s

2
3s
−2
4 s3 = u−1

3 u2u1u4u
−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−2
3 s−1

4 s−1
5 s−1

4 s3 = u−1
3 u1u3u1u

−1
4 u−2

1 u−1
5 u−1

1 u3,

s3s
−1
4 s−1

1 = u−1
4 u−1

1 u−1
3 ,

s−1
1 s−1

4 s3s
−1
4 s3 = u−1

4 u−1
3 u4u3,

s−1
3 s2

4s
−2
3 s−1

4 s−1
4 = u−1

3 u1u3u1u
−1
4 u−2

1 u−1
3 u4,

s−1
3 s4s1s

2
3 = u−1

3 u−1
3 u4u1u3,

s−1
3 s−1

4 s2
3s
−2
4 s3 = u−1

3 u−1
1 u−1

3 u4u
−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−1
3 s1s4s

2
3s
−2
4 s3 = u−1

3 u1u3u1u
−1
3 u1u4u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−2
3 s−1

5 s3 = u−1
3 u1u3u1u

−1
4 u−1

1 u−1
4 u3,

s3s
−1
5 s3s

−2
4 s3 = u−1

4 u−1
1 u−1

4 u−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−2
3 s2s3 = u−1

3 u1u3u1u
−1
4 u−1

1 u−1
5 u3,

s−1
3 s2

4s
−1
3 s4s

−1
5 s−1

1 = u−1
3 u1u3u1u3u

−1
5 ,

s−1
3 s2

4s2 = u−1
3 u1u3u

−1
5 u4,

s−1
1 s−1

5 s3s
−1
4 s3 = u−1

4 u−1
5 u4u3,

s3
3 = u−1

4 u−1
1 u4u1u3,

s−1
3 s2

4s
−1
3 s4s1s

3
3s
−2
4 s3 = u−1

3 u1u3u1u
2
3u1u4u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−2
3 s−1

4 s1s
−1
4 s3 = u−1

3 u1u3u1u
−1
4 u−2

1 u−1
1 u3,

s−1
3 s2

4s1s3s
−1
4 s3 = u−1

3 u1u3u4u3,

s−1
3 s1s

2
3s
−2
4 s3 = u−1

3 u−1
1 u4u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−1
3 s2s

2
3 = u−1

3 u1u3u
2
1u4u1u3,

s2s
3
3s
−2
4 s3 = u1u3u1u4u

−1
1 u−1

3 u−1
1 u3,

s−1
3 s2

4s
−1
3 s−1

5 s2
3 = u−1

3 u1u3u1u2u4u1u3,

s−1
3 s2

4s
−1
3 s4s2s

−1
1 = u−1

3 u1u3u1u3u2,

s−1
3 s2

4s
−1
5 = u−1

3 u1u3u2u4,

s−1
3 s2

4s
−2
3 s−1

4 s2s
−1
4 s3 = u−1

3 u1u3u1u
−1
4 u−2

1 u2u
−1
1 u3



.
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A.6 Table:
∣∣∣ρ(k)
v (w)

∣∣∣ in Example 3 for |w| = 2, k ≤ 5

Note that
|ρ(k)

v (bb̃)| = |ρ(k)
v (b̃b)| = |ρ(k)

v (bb̃)−1| = |ρ(k)
v (b̃b)−1|

if b, b̃ ∈ {b1, . . . , b5, b
−1
5 , . . . , b−1

1 }.∣∣∣ρ(k)
v (w)

∣∣∣ k = 1 2 3 4 5

w = b2
1 5 5 50 300 1500

b1b2 3 15 75 150 2250
b1b3 5 10 150 900 9000
b1b4 3 15 30 450 4500
b1b5 5 30 300 900 5400
b1b
−1
5 5 15 450 4500 4500

b1b
−1
4 5 15 150 900 1800

b1b
−1
3 5 25 50 500 3000

b1b
−1
2 3 9 54 54 1620

b2
2 5 5 50 300 1500

b2b3 5 25 50 500 3000
b2b4 5 15 150 900 1800
b2b5 5 30 300 900 5400
b2b
−1
5 5 15 450 4500 4500

b2b
−1
4 3 15 30 450 4500

b2b
−1
3 5 10 150 900 9000

b2
3 1 5 25 50 500

b3b4 2 6 90 180 2700
b3b5 1 30 30 450 4500
b3b
−1
5 1 30 30 450 4500

b3b
−1
4 2 20 60 600 1800

b2
4 2 4 20 100 500

b4b5 2 10 20 600 6000
b4b
−1
5 2 10 20 600 6000

b2
5 1 2 10 20 600
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B Supplement to Section 5

B.1 Amalgam decompositions of Example 50

We first give the vertical decomposition of Γ of Example 50:

Γ ∼= F
(b)
3 ∗

F
(b)
17
∼=F

(s)
17

(Z∗12
2 ∗ F

(s)
3 ).

F
(b)
3 = 〈b1, b2, b3〉,

Z∗12
2 ∗ F

(s)
3 = 〈s1, . . . , s12, s13, s14, s15 | s2

1 = . . . = s2
12 = 1〉.

The subgroup F
(b)
17 < F

(b)
3 of index 8 is given by

F
(b)
17 = 〈b−1

1 b2, b−1
1 b3, b2b1b

−1
3 , b2

1b2b1, b1b
2
2b1,

b1b
−1
3 b2b1, b−1

1 b−1
2 b1b2b

2
1, b−1

1 b−1
2 b−1

3 b2
1, b3b

3
1,

b2
3b

2
1, b3b

−1
2 b2

1, b3b
−1
1 b2

2b
2
1, b3b

−1
1 b3b2b

2
1,

b3b
−2
1 b2b

2
1, b−1

1 b−1
3 b2b

2
1, b1b

−1
2 b−1

3 , b1b3b1b
−1
3 〉,

the index 2 subgroup F
(s)
17 < Z∗12

2 ∗ F
(s)
3 by

F
(s)
17 = 〈s1s2, s1s3, s13, s4s1, s5s1, s6s1,

s1s14s1, s1s15s1, s7s1, s8s1, s9s1,

s10s1, s11s1, s12s1, s1s13s1, s15, s14〉.

The identification in Γ is
F

(b)
17

∼=←→ F
(s)
17

b−1
1 b2 ←→ s1s2

b−1
1 b3 ←→ s1s3

b2b1b
−1
3 ←→ s13

b2
1b2b1 ←→ s4s1

b1b
2
2b1 ←→ s5s1

b1b
−1
3 b2b1 ←→ s6s1

b−1
1 b−1

2 b1b2b
2
1 ←→ s1s14s1

b−1
1 b−1

2 b−1
3 b2

1 ←→ s1s15s1

b3b
3
1 ←→ s7s1

b2
3b

2
1 ←→ s8s1

b3b
−1
2 b2

1 ←→ s9s1

b3b
−1
1 b2

2b
2
1 ←→ s10s1

b3b
−1
1 b3b2b

2
1 ←→ s11s1

b3b
−2
1 b2b

2
1 ←→ s12s1

b−1
1 b−1

3 b2b
2
1 ←→ s1s13s1

b1b
−1
2 b−1

3 ←→ s15

b1b3b1b
−1
3 ←→ s14
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Recall the presentation of Γ given in Section 5.4.2: Γ = 〈a1, a2, a3, a4, b1, b2, b3 | R 〉, where

R =



a1b1a1b1, a1b2a1b2, a1b3a1b3,

a1b
−1
3 a4b

−1
2 , a1b

−1
2 a2b

−1
1 , a1b

−1
1 a3b

−1
3 ,

a2b1a2b1, a2b2a2b2, a2b3a
−1
4 b−1

1 ,

a2b−1
3 a2b−1

3 , a2b
−1
2 a−1

3 b3, a3b1a3b1,

a3b3a3b3, a3b−1
2 a3b−1

2 , a3b
−1
1 a−1

4 b2,

a4b2a4b2, a4b3a4b3, a4b−1
1 a4b−1

1



.

The isomorphism to the amalgam described above is

F
(b)
3 ∗

F
(b)
17
∼=F

(s)
17

(Z∗12
2 ∗ F

(s)
3 )

∼=←→ Γ = 〈a1, a2, a3, a4, b1, b2, b3 | R 〉

s1 ←→ a1b1

s2 ←→ a1b2

s3 ←→ a1b3

s4 ←→ a1b
−1
2 b−2

1

s5 ←→ a1b
−2
2 b−1

1

s6 ←→ a1b
−1
2 b3b

−1
1

s7 ←→ a1b
−2
1 b−1

3

s8 ←→ a1b
−1
1 b−2

3

s9 ←→ a1b
−1
1 b2b

−1
3

s10 ←→ a1b
−1
1 b−2

2 b1b
−1
3

s11 ←→ a1b
−1
1 b−1

2 b−1
3 b1b

−1
3

s12 ←→ a1b
−1
1 b−1

2 b2
1b
−1
3

s13 ←→ b2b1b
−1
3

s14 ←→ b1b3b1b
−1
3

s15 ←→ b1b
−1
2 b−1

3

s1b
−1
1 ←→ a1

b−2
1 s4b1 ←→ a2

b−2
3 s8b3 ←→ a3

b−1
2 b1b

−1
3 s10b3b

−1
1 ←→ a4

b1 ←→ b1

b2 ←→ b2

b3 ←→ b3

We decribe now the (vertical) amalgam decomposition

Γ0
∼= F

(r)
5 ∗

F
(r)
33
∼=F

(q)
33

F
(q)
5 .

F
(r)
5 = 〈r1, r2, r3, r4, r5〉,

F
(q)
5 = 〈q1, q2, q3, q4, q5〉,
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F
(r)
33 = 〈r−1

3 r5, r−1
4 r5, r5r1r5, r4r1r5, r−1

2 r1r5, r1r4r2r5, r1r3r2r5, r1r2r5,

r2r
2
5 , r2r3r5, r2r

−1
1 r5, r−1

5 r−2
1 r−1

3 , r−1
5 r−1

1 r−1
2 r−1

3 , r−1
5 r−1

1 r5r
−1
3 , r−1

1 r3r1r5,

r−1
1 r2r3r1r5, r−1

1 r−1
4 r3r1r5, r2r4r5r2r5, r2r4r1r5r2r5, r2r4r

−1
3 r5r2r5,

r−1
1 r−2

3 r1r5, r−1
1 r−1

3 r−1
2 r−1

3 r1r5, r−1
1 r−1

3 r−1
1 r−1

3 r1r5, r2r4r2r
−1
1 ,

r−1
1 r−1

3 r5r
−1
4 r−1

2 , r−1
5 r−1

1 r3r
−1
5 r3r1r5, r−1

1 r−1
3 r4r

−1
3 , r−1

1 r−1
5 r−1

1 ,

r−1
5 r−1

2 r1r3r1r5, r−1
5 r−1

1 r4r5, r−1
5 r2r5r2r5, r3r

−1
2 , r−1

5 r−1
1 r3r

−1
4 r5r2r5〉,

F
(q)
33 = 〈q2, q1, q−1

4 q−1
5 , q−1

4 q−1
1 q−1

5 , q−1
4 q3q

−1
5 , q−1

3 q−1
1 q−1

4 , q−1
3 q−1

2 q−1
4 ,

q−1
3 q5q

−1
4 , q−1

5 q−1
3 , q−1

5 q−1
2 q−1

3 , q−1
5 q4q

−1
3 , q5q2q4q

−1
5 q4, q5q2q3q

−1
5 q4,

q5q2q
−1
5 q4, q−1

4 q−1
2 q−1

5 q4q
−1
5 , q−1

4 q−1
2 q−1

3 q4q
−1
5 , q−1

4 q−1
2 q1q4q

−1
5 ,

q−1
5 q3q

−1
5 q3q

−1
4 , q−1

5 q3q
−1
4 q3q

−1
4 , q−1

5 q3q2q3q
−1
4 , q−1

4 q−1
2 q5q1q

−1
2 q−1

5 ,

q−1
4 q−1

2 q3q1q
−1
2 q−1

5 , q−1
4 q−1

2 q4q1q
−1
2 q−1

5 , q−1
5 q2

3 , q−1
4 q−1

2 q−1
1 q−1

3 q5,

q5q2q
−1
1 q2q4q

−1
5 , q−1

4 q−2
2 q−1

5 q4, q−1
4 q−1

2 q−1
4 q3, q2

4q−1
5 , q5q2q5q

−1
3 ,

q3q1q3q
−1
4 , q−1

4 q5q1q5, q5q2q
−1
1 q3q

−1
4 〉,
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F
(r)
33

∼=←→ F
(q)
33

r−1
3 r5 ←→ q2

r−1
4 r5 ←→ q1

r5r1r5 ←→ q−1
4 q−1

5

r4r1r5 ←→ q−1
4 q−1

1 q−1
5

r−1
2 r1r5 ←→ q−1

4 q3q
−1
5

r1r4r2r5 ←→ q−1
3 q−1

1 q−1
4

r1r3r2r5 ←→ q−1
3 q−1

2 q−1
4

r1r2r5 ←→ q−1
3 q5q

−1
4

r2r
2
5 ←→ q−1

5 q−1
3

r2r3r5 ←→ q−1
5 q−1

2 q−1
3

r2r
−1
1 r5 ←→ q−1

5 q4q
−1
3

r−1
5 r−2

1 r−1
3 ←→ q5q2q4q

−1
5 q4

r−1
5 r−1

1 r−1
2 r−1

3 ←→ q5q2q3q
−1
5 q4

r−1
5 r−1

1 r5r
−1
3 ←→ q5q2q

−1
5 q4

r−1
1 r3r1r5 ←→ q−1

4 q−1
2 q−1

5 q4q
−1
5

r−1
1 r2r3r1r5 ←→ q−1

4 q−1
2 q−1

3 q4q
−1
5

r−1
1 r−1

4 r3r1r5 ←→ q−1
4 q−1

2 q1q4q
−1
5

r2r4r5r2r5 ←→ q−1
5 q3q

−1
5 q3q

−1
4

r2r4r1r5r2r5 ←→ q−1
5 q3q

−1
4 q3q

−1
4

r2r4r
−1
3 r5r2r5 ←→ q−1

5 q3q2q3q
−1
4

r−1
1 r−2

3 r1r5 ←→ q−1
4 q−1

2 q5q1q
−1
2 q−1

5

r−1
1 r−1

3 r−1
2 r−1

3 r1r5 ←→ q−1
4 q−1

2 q3q1q
−1
2 q−1

5

r−1
1 r−1

3 r−1
1 r−1

3 r1r5 ←→ q−1
4 q−1

2 q4q1q
−1
2 q−1

5

r2r4r2r
−1
1 ←→ q−1

5 q2
3

r−1
1 r−1

3 r5r
−1
4 r−1

2 ←→ q−1
4 q−1

2 q−1
1 q−1

3 q5

r−1
5 r−1

1 r3r
−1
5 r3r1r5 ←→ q5q2q

−1
1 q2q4q

−1
5

r−1
1 r−1

3 r4r
−1
3 ←→ q−1

4 q−2
2 q−1

5 q4

r−1
1 r−1

5 r−1
1 ←→ q−1

4 q−1
2 q−1

4 q3

r−1
5 r−1

2 r1r3r1r5 ←→ q2
4q−1

5

r−1
5 r−1

1 r4r5 ←→ q5q2q5q
−1
3

r−1
5 r2r5r2r5 ←→ q3q1q3q

−1
4

r3r
−1
2 ←→ q−1

4 q5q1q5

r−1
5 r−1

1 r3r
−1
4 r5r2r5 ←→ q5q2q

−1
1 q3q

−1
4 .

The isomorphism is
F

(r)
5 ∗

F
(r)
33
∼=F

(q)
33

F
(q)
5

∼=←→ Γ0 < Γ

r1 ←→ b2b
−1
1

r2 ←→ b3b
−1
1

r3 ←→ b1b3

r4 ←→ b1b2

r5 ←→ b2
1

q1 ←→ b−1
2 b1

q2 ←→ b−1
3 b1

q3 ←→ a1a2b3b
−1
2

q4 ←→ a1a
−1
2 b−2

1

q5 ←→ a1a
−1
3 b−1

1 b−1
3
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B.2 Amalgam decompositions of Example 52

F
(v,b)
3 ∗

F
(v,b)
9

∼=F
(v,s)
9

F
(v,s)
5

∼=←→ 〈a1, . . . , b3 | R(2, 3)〉
∼=←→ F

(h,a)
2 ∗

F
(h,a)
7

∼=F
(h,u)
7

F
(h,u)
4

s4b3 ←→ a1 ←→ a1

b1s2b
−1
2 ←→ a2 ←→ a2

b1 ←→ b1 ←→ u−1
2 a2a1

b2 ←→ b2 ←→ a2
2u
−1
2 a2

2

b3 ←→ b3 ←→ a2u
−1
2 a2

s1 ←→ b1b2

s2 ←→ a1b3b2

s3 ←→ a1b
−1
1 b2

s4 ←→ a1b
−1
3

s5 ←→ a1b1b
2
2

a1a
−1
2 b−1

1 ←→ u1

a2a1b
−1
1 ←→ u2

a−2
1 a2 ←→ u3

a−1
1 a−1

2 a1b
−1
1 ←→ u4

where
F

(v,b)
3 = 〈b1, b2, b3〉,

F
(v,s)
5 = 〈s1, . . . , s5〉,

F
(h,a)
2 = 〈a1, a2〉,

F
(h,u)
4 = 〈u1, . . . , u4〉,

F
(v,b)
9 = 〈b−1

3 b1, b2b
2
1, b3b

2
1, b1b2, b−1

2 b3b1, b−1
1 b2

2, b−2
1 b3b2, b−3

1 b2, b−2
1 b2b1〉,

F
(v,s)
9 = 〈s3s

−1
2 , s4s

−1
2 , s−1

4 s−1
2 , s1, s5s

−1
2 , s2s5, s2

2, s2s3, s2s1s
−1
2 〉,

F
(h,a)
7 = 〈a2

1a
−1
2 , a−1

1 a−2
2 , a2a1a2a

−1
1 , a−2

1 a2, a1a
−2
2 a1, a1a

2
2, a1a

−1
2 a1a2〉,

F
(h,u)
7 = 〈u1u3u

−1
2 , u4u

−1
2 , u2u

−1
1 , u3, u2

1, u1u4, u1u2〉,

F
(v,b)
9

∼=←→ F
(v,s)
9

b−1
3 b1 ←→ s3s

−1
2

b2b
2
1 ←→ s4s

−1
2

b3b
2
1 ←→ s−1

4 s−1
2

b1b2 ←→ s1

b−1
2 b3b1 ←→ s5s

−1
2

b−1
1 b2

2 ←→ s2s5

b−2
1 b3b2 ←→ s2

2

b−3
1 b2 ←→ s2s3

b−2
1 b2b1 ←→ s2s1s

−1
2 ,

F
(h,a)
7

∼=←→ F
(h,u)
7

a2
1a
−1
2 ←→ u1u3u

−1
2

a−1
1 a−2

2 ←→ u4u
−1
2

a2a1a2a
−1
1 ←→ u2u

−1
1

a−2
1 a2 ←→ u3

a1a
−2
2 a1 ←→ u2

1

a1a
2
2 ←→ u1u4

a1a
−1
2 a1a2 ←→ u1u2,
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R(2, 3) :=



a1b1a2b2, a1b2a2b
−1
1 ,

a1b3a
−1
2 b1, a1b

−1
3 a1b

−1
2 ,

a1b
−1
1 a−1

2 b3, a2b3a2b
−1
2


.
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C Some lists

C.1 2-transitive (6, 6)-groups

We study (6, 6)-groups such that Ph, Pv are 2-transitive and give a complete list of the arising
4-tuples (|Ph|, |Pv|, |P (2)

h |, |P
(2)
v |). Without loss of generality, we may assume that |Ph| ≤ |Pv| and

that |P (2)
h | ≤ |P

(2)
v | if |Ph| = |Pv|. By Table 1, there are only four 2-transitive subgroups of S6:

PSL2(5), PGL2(5), A6 and S6 of order 60, 120, 360 and 720 respectively. Given P• ∈ {Ph, Pv},
the maximal possible value for |P (2)

• | is |P•|(|P•|/6)6. If this maximum is attained, the value of
|P (2)
• | is marked in the list with “∗” on the right side. Observe that in the case P• = A6 the value

of |P (2)
• | is always maximal (this is not very surprising by [15, Proposition 3.3.1]).

|Ph| |Pv| |P (2)
h | |P (2)

v |

60 60 937500 937500
60 60 937500 60000000 ∗
60 120 7500 15000
60 120 937500 60000000
60 120 937500 120000000
60 120 937500 1920000000
60 120 30000000 1875000
60 120 30000000 60000000
60 120 30000000 1920000000
60 120 60000000 ∗ 60000000
60 120 60000000 ∗ 120000000
60 120 60000000 ∗ 7680000000 ∗
60 360 937500 16796160000000 ∗
60 360 30000000 16796160000000 ∗
60 360 60000000 ∗ 16796160000000 ∗
60 720 7500 1074954240000000
60 720 937500 33592320000000
60 720 937500 1074954240000000
60 720 937500 2149908480000000 ∗
60 720 1875000 1074954240000000
60 720 30000000 33592320000000
60 720 30000000 1074954240000000
60 720 30000000 2149908480000000 ∗
60 720 60000000 ∗ 33592320000000
60 720 60000000 ∗ 67184640000000
60 720 60000000 ∗ 1074954240000000
60 720 60000000 ∗ 2149908480000000 ∗

120 120 15000 15000
120 120 1875000 60000000
120 120 60000000 60000000
120 120 60000000 1920000000
120 120 60000000 3840000000
120 120 1920000000 1920000000
120 120 1920000000 7680000000 ∗
120 120 3840000000 7680000000 ∗
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120 360 1875000 16796160000000 ∗
120 360 60000000 16796160000000 ∗
120 360 120000000 16796160000000 ∗
120 360 1920000000 16796160000000 ∗
120 360 3840000000 16796160000000 ∗
120 360 7680000000 ∗ 16796160000000 ∗
120 720 1875000 33592320000000
120 720 1875000 1074954240000000
120 720 60000000 33592320000000
120 720 60000000 67184640000000
120 720 60000000 1074954240000000
120 720 60000000 2149908480000000 ∗
120 720 120000000 33592320000000
120 720 120000000 1074954240000000
120 720 120000000 2149908480000000 ∗
120 720 1920000000 33592320000000
120 720 1920000000 67184640000000
120 720 1920000000 1074954240000000
120 720 1920000000 2149908480000000 ∗
120 720 3840000000 33592320000000
120 720 3840000000 67184640000000
120 720 3840000000 1074954240000000
120 720 3840000000 2149908480000000 ∗
120 720 7680000000 ∗ 33592320000000
120 720 7680000000 ∗ 1074954240000000
120 720 7680000000 ∗ 2149908480000000 ∗
360 360 16796160000000 ∗ 16796160000000 ∗
360 720 16796160000000 ∗ 33592320000000
360 720 16796160000000 ∗ 67184640000000
360 720 16796160000000 ∗ 1074954240000000
360 720 16796160000000 ∗ 2149908480000000 ∗
720 720 33592320000000 3359232000000
720 720 33592320000000 67184640000000
720 720 33592320000000 1074954240000000
720 720 33592320000000 2149908480000000 ∗
720 720 67184640000000 1074954240000000
720 720 67184640000000 2149908480000000 ∗
720 720 1074954240000000 1074954240000000
720 720 1074954240000000 2149908480000000 ∗
720 720 2149908480000000 ∗ 2149908480000000 ∗
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C.2 (4, 4)-groups

In the list below, we classify all (4, 4)-groups by the permutation isomorphism types of Ph and Pv

and by Γab (only assuming |Ph| ≤ |Pv|). We use the following notation:
21: group of order 2, permutation isomorphic to 〈(1, 2)〉 < S4,
22: group of order 2, permutation isomorphic to 〈(1, 2)(3, 4)〉,
41: group of order 4, isomorphic to Z2

2, permutation isomorphic to 〈(1, 2), (3, 4)〉,
42: group of order 4, isomorphic to Z2

2, permutation isomorphic to 〈(1, 2)(3, 4), (1, 3)(2, 4)〉,
D4: dihedral group of order 8.
t(P•) denotes the transitivity of the group P• ∈ {Ph, Pv} on {1, 2, 3, 4}.
?N? means that Γ is possibly irreducible.

Ex Ph Pv t(Ph) t(Pv) reducible Γab

1 1 0 0 Y Z4

1 21 0 0 Y Z3 × Z2

1 22 0 0 Y Z3

1 22 0 0 Y Z2 × Z2
2

1 Z4 0 1 Y Z2 × Z2

1 41 0 0 Y Z2 × Z2
2

1 42 0 1 Y Z2 × Z2

1 D4 0 1 Y Z2 × Z2

21 21 0 0 Y Z2 × Z2
2

21 22 0 0 Y Z2 × Z2

21 22 0 0 Y Z2 × Z4

21 22 0 0 Y Z× Z3
2

22 22 0 0 Y Z2 × Z2

22 22 0 0 Y Z× Z2 × Z4

21 Z4 0 1 Y Z× Z2
2

22 Z4 0 1 Y Z× Z8

22 Z4 0 1 Y Z× Z2
2

21 41 0 0 Y Z× Z3
2

21 42 0 1 Y Z× Z2 × Z4

22 41 0 0 Y Z× Z2 × Z4

22 41 0 0 Y Z2

22 42 0 1 Y Z2 × Z2
4

21 D4 0 1 Y Z× Z2
2

21 D4 0 1 Y Z× Z2 × Z4

22 A4 0 2 Y Z× Z2

26 Z4 Z4 1 1 Y Z4 × Z8

Z4 41 1 0 Y Z× Z4

30 41 41 0 0 Y Z4
2

41 D4 0 1 Y Z× Z2

41 D4 0 1 Y Z2
2 × Z4

34 D4 A4 1 2 ?N? Z2
2 × Z3

35 S4 S4 4 4 ?N? Z2
2 × Z2

3
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C.3 (4, 6)-groups

The groups Ph and Pv in the next list are classified only up to isomorphism (not up to permutation
isomorphism) and up to their transitivity. 36 denotes a group of order 36 permutation isomor-
phic to 〈(1, 2, 3), (1, 4, 2, 5)(3, 6)〉 and 72 denotes a group of order 72 permutation isomorphic to
〈(1, 2, 3), (1, 2), (1, 4)(2, 5)(3, 6)〉. ??Y?? means that we cannot exclude the existence of a reducible
example.

Ex Ph Pv t(Ph) t(Pv) reducible

1 1 0 0 Y
1 Z2 0 0 Y
1 Z3 0 0 Y
1 Z4 0 0 Y
1 Z2

2 0 0 Y
1 S3 0 0 Y
1 S3 0 1 Y
1 Z6 0 1 Y
1 Z2 × Z4 0 0 Y
1 D4 0 0 Y
1 A4 0 1 Y
1 Z2 × S3 0 1 Y
1 S4 0 1 Y
1 Z2 ×A4 0 1 Y
1 Z2 × S4 0 1 Y

Z2 1 0 0 Y
Z2 Z2 0 0 Y
Z2 Z3 0 0 Y
Z2 Z4 0 0 Y
Z2 Z2

2 0 0 Y
Z2 S3 0 0 Y
Z2 S3 0 1 Y
Z2 Z6 0 1 Y
Z2 Z2 × Z4 0 0 Y
Z2 D4 0 0 Y
Z2 Z2

3 0 0 Y
Z2 A4 0 0 Y
Z2 A4 0 1 Y
Z2 Z2 × S3 0 1 Y
Z2 Z3 × S3 0 1 Y
Z2 S4 0 1 Y
Z2 Z2 ×A4 0 0 Y
Z2 Z2 ×A4 0 1 Y
Z2 36 0 1 Y
Z2 S3 × S3 0 0 Y
Z2 Z2 × S4 0 1 Y
Z2 PSL2(5) 0 2 Y
Z2 PGL2(5) 0 3 Y
Z2 A6 0 4 Y
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Z2 S6 0 6 Y

Z4 1 1 0 Y
Z4 Z2 1 0 Y
Z4 Z4 1 0 Y
Z4 Z2

2 1 0 Y
Z4 S3 1 0 Y
Z4 Z2 × Z4 1 0 Y
Z4 D4 1 0 Y
Z4 Z2

3 1 0 Y
Z4 S3 × S3 1 0 Y

Z2
2 1 0 0 Y
Z2

2 1 1 0 Y
Z2

2 Z2 0 0 Y
Z2

2 Z2 1 0 Y
Z2

2 Z3 0 0 Y
Z2

2 Z4 0 0 Y
Z2

2 Z4 1 0 Y
Z2

2 Z2
2 0 0 Y

Z2
2 Z2

2 1 0 Y
Z2

2 S3 0 0 Y
25 Z2

2 S3 0 0 ?N?
Z2

2 S3 0 1 Y
Z2

2 Z6 0 1 Y
Z2

2 Z2 × Z4 0 0 Y
Z2

2 D4 0 0 Y
Z2

2 A4 0 1 Y
Z2

2 A4 1 0 Y
Z2

2 Z2 × S3 0 1 Y
Z2

2 Z2 × S3 0 1 ?N?
Z2

2 S4 0 1 Y
Z2

2 S4 0 1 ?N?
23, 28 Z2

2 Z2 ×A4 0 1 Y
29 Z2

2 Z2 ×A4 1 0 Y
Z2

2 36 0 1 ?N?
12 Z2

2 S3 × S3 0 0 ?N?
Z2

2 Z2 × S4 0 1 Y
Z2

2 Z2 × S4 0 1 ?N?
Z2

2 PSL2(5) 0 2 ?N?
Z2

2 PGL2(5) 0 3 ?N?
Z2

2 S6 0 6 N

D4 1 1 0 Y
D4 Z2 1 0 Y
D4 Z3 1 0 Y
D4 Z4 1 0 Y
D4 Z2

2 1 0 Y
D4 S3 1 0 Y
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D4 S3 1 0 ?N?
D4 S3 1 1 Y
D4 Z6 1 1 Y
D4 Z2 × Z4 1 0 Y
D4 D4 1 0 Y
D4 Z3 × Z3 1 0 ?N?
D4 A4 1 0 Y
D4 A4 1 0 ?N?
D4 A4 1 1 Y
D4 S4 1 1 Y
D4 S4 1 1 ?N?
D4 Z2 ×A4 1 0 Y
D4 Z2 ×A4 1 0 ?N?
D4 Z2 ×A4 1 1 Y
D4 36 1 1 ?N?
D4 S3 × S3 1 0 ?N?
D4 Z2 × S4 1 1 ?N?
D4 PSL2(5) 1 2 ?N?
D4 PGL2(5) 1 3 N
D4 PGL2(5) 1 3 ??Y??

22 D4 A6 1 4 N
D4 S6 1 6 N

A4 Z2 2 0 Y
A4 Z2

2 2 0 Y
A4 S3 2 0 ?N?
A4 D4 2 0 ?N?
A4 Z2 × S3 2 1 ?N?
A4 S4 2 1 ?N?
A4 36 2 1 ?N?
A4 S3 × S3 2 0 ?N?
A4 Z2 × S4 2 1 ?N?
A4 S6 2 6 N

S4 Z2 4 0 Y
S4 Z4 4 0 Y
S4 Z2

2 4 0 Y
S4 S3 4 0 N
S4 S3 4 0 ??Y??
S4 Z2 × Z4 4 0 Y
S4 D4 4 0 Y
S4 D4 4 0 ?N?
S4 Z3 × Z3 4 0 ?N?
S4 S4 4 0 ?N?
S4 S4 4 1 N
S4 S4 4 1 ??Y??
S4 S3 × S3 4 0 N
S4 S3 × S3 4 0 ??Y??
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S4 Z2 × S4 4 0 ?N?
S4 Z2 × S4 4 1 N
S4 Z2 × S4 4 1 ??Y??
S4 PSL2(5) 4 2 N
S4 PSL2(5) 4 2 ??Y??
S4 72 4 1 ?N?

52 S4 PGL2(5) 4 3 N
S4 PGL2(5) 4 3 ??Y??
S4 A6 4 4 N
S4 S6 4 6 N
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C.4 Some abelianized (A2m, A2n)-groups

We classify some (A2m, A2n)-groups Γ by their abelianization Γab and by the size of P
(2)
h and

P
(2)
v (we restrict to 2 ≤ m ≤ n; m + n ≤ 8). If P

(2)
h is not maximal (this can only happen for

2m = 4), then we give the number 12 · 34/|P (2)
h |. The list is complete for (2m, 2n) = (6, 6) and

(2m, 2n) = (4, 8). There are no (A4, A4)- and (A4, A6)-groups.

Ex 2m 2n P
(2)
h max. P

(2)
v max. |Γab| Γab

4 8 Y Y 4 Z2
2

4 10 Y Y 4 Z2
2

4 10 3 Y 4 Z2
2

4 10 Y Y 8 Z2 × Z4

4 10 3 Y 8 Z2 × Z4

4 10 Y Y 12 Z2
2 × Z3

4 10 3 Y 12 Z2
2 × Z3

4 10 Y Y 16 Z2
2 × Z4

4 10 Y Y 16 Z2 × Z8

4 10 3 Y 16 Z2 × Z8

4 10 Y Y 24 Z2 × Z3 × Z4

4 10 Y Y 24 Z3
2 × Z3

4 10 Y Y 32 Z2
2 × Z8

4 12 Y Y 4 Z2
2

4 12 3 Y 4 Z2
2

4 12 Y Y 8 Z2 × Z4

4 12 3 Y 8 Z2 × Z4

4 12 Y Y 8 Z3
2

4 12 3 Y 8 Z3
2

4 12 Y Y 12 Z2
2 × Z3

4 12 3 Y 12 Z2
2 × Z3

4 12 Y Y 16 Z2 × Z8

4 12 3 Y 16 Z2 × Z8

4 12 Y Y 16 Z2
2 × Z4

4 12 Y Y 20 Z2
2 × Z5

4 12 Y Y 24 Z2 × Z3 × Z4

4 12 Y Y 24 Z3
2 × Z3

4 12 Y Y 28 Z2
2 × Z7

4 12 Y Y 32 Z2 × Z16

4 12 3 Y 32 Z2 × Z16

4 12 Y Y 32 Z2
2 × Z8

4 12 Y Y 40 Z2 × Z4 × Z5

4 12 Y Y 40 Z3
2 × Z5

4 12 Y Y 48 Z2 × Z3 × Z8

1 6 6 Y Y 4 Z2
2

6 6 Y Y 8 Z3
2

6 6 Y Y 8 Z2 × Z4

6 6 Y Y 16 Z2 × Z8

6 6 Y Y 24 Z2 × Z3 × Z4

6 6 Y Y 28 Z2
2 × Z7
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2 6 6 Y Y 32 Z2
2 × Z8

6 8 Y Y 4 Z2
2

6 8 Y Y 8 Z2 × Z4

6 8 Y Y 8 Z3
2

6 8 Y Y 12 Z2
2 × Z3

6 8 Y Y 16 Z2 × Z8

6 8 Y Y 16 Z2
2 × Z4

6 8 Y Y 16 Z4
2

6 8 Y Y 20 Z2
2 × Z5

6 8 Y Y 24 Z2 × Z3 × Z4

6 8 Y Y 24 Z3
2 × Z3

6 8 Y Y 28 Z2
2 × Z7

6 8 Y Y 32 Z2 × Z16

6 8 Y Y 32 Z2
2 × Z8

6 8 Y Y 36 Z2
2 × Z9

6 8 Y Y 40 Z2 × Z4 × Z5

6 8 Y Y 40 Z3
2 × Z5

6 8 Y Y 48 Z2
2 × Z3 × Z4

6 8 Y Y 60 Z2
2 × Z3 × Z5

6 8 Y Y 80 Z2
2 × Z4 × Z5

6 10 Y Y 4 Z2
2

6 10 Y Y 8 Z2 × Z4

6 10 Y Y 8 Z3
2

6 10 Y Y 12 Z2
2 × Z3

6 10 Y Y 16 Z2 × Z8

6 10 Y Y 16 Z2
4

6 10 Y Y 16 Z2
2 × Z4

6 10 Y Y 20 Z2
2 × Z5

6 10 Y Y 24 Z2 × Z3 × Z4

6 10 Y Y 24 Z3
2 × Z3

6 10 Y Y 28 Z2
2 × Z7

6 10 Y Y 40 Z2 × Z4 × Z5

6 10 Y Y 40 Z3
2 × Z5

6 10 Y Y 108 Z2
2 × Z3 × Z9

8 8 Y Y 4 Z2
2

8 8 Y Y 8 Z2 × Z4

8 8 Y Y 8 Z3
2

8 8 Y Y 12 Z2
2 × Z3

8 8 Y Y 16 Z2 × Z8

8 8 Y Y 16 Z2
4

8 8 Y Y 16 Z2
2 × Z4

8 8 Y Y 16 Z4
2

8 8 Y Y 20 Z2
2 × Z5

8 8 Y Y 24 Z2 × Z3 × Z4

8 8 Y Y 24 Z3
2 × Z3

8 8 Y Y 28 Z2
2 × Z7
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C.5 Embedding Example 13 into primitive (10, 10)-groups

We embed the non-residually finite (8, 6)-complex of Example 13 into (10, 10)-complexes X such
that Ph and Pv are primitive permutation groups. Let w := a2a

−1
1 a3a

−1
4 . In all examples Γ in the

subsequent list, the normal subgroup 〈〈w〉〉Γ has finite index in Γ, in particular, by Lemma 29,

〈〈w〉〉Γ =
⋂

N
f.i.CΓ

N.

If two rows are exactly the same, then the quotients Γ/〈〈w〉〉Γ are non-isomorphic non-abelian
groups of the same finite order. The (A10, A10)-groups are the same as in Table 8.

Ph Pv Γab
∣∣Γab

∣∣ [Γ : 〈〈w〉〉Γ]

S6 A10 [2, 2] 4 4

S6 S10 [2, 2] 4 4

PΓL2(9) A10 [2, 2] 4 4

PΓL2(9) S10 [2, 2] 4 4
PΓL2(9) S10 [2, 4] 8 8
PΓL2(9) S10 [2, 2, 2] 8 8

A10 A10 [2, 2] 4 4
A10 A10 [2, 4] 8 8
A10 A10 [2, 2, 2] 8 8
A10 A10 [2, 2, 3] 12 12
A10 A10 [2, 2, 4] 16 16
A10 A10 [2, 8] 16 16
A10 A10 [2, 2, 5] 20 20
A10 A10 [2, 3, 4] 24 24
A10 A10 [2, 2, 2, 3] 24 24
A10 A10 [2, 2, 8] 32 32
A10 A10 [2, 4, 5] 40 40

A10 S10 [2, 2] 4 4
A10 S10 [2, 4] 8 8
A10 S10 [2, 2, 2] 8 8
A10 S10 [2, 2, 2] 8 < 16
A10 S10 [2, 2, 3] 12 12
A10 S10 [2, 8] 16 16
A10 S10 [4, 4] 16 16
A10 S10 [2, 2, 4] 16 16
A10 S10 [2, 2, 5] 20 20
A10 S10 [2, 3, 4] 24 24
A10 S10 [2, 2, 2, 3] 24 24
A10 S10 [2, 2, 7] 28 28
A10 S10 [2, 2, 8] 32 32
A10 S10 [2, 16] 32 32
A10 S10 [2, 4, 5] 40 40
A10 S10 [2, 2, 2, 5] 40 40
A10 S10 [2, 3, 8] 48 48

S10 A10 [2, 2] 4 4

196



S10 A10 [2, 4] 8 8
S10 A10 [2, 2, 2] 8 8
S10 A10 [2, 2, 2] 8 < 16
S10 A10 [2, 2, 2] 8 < 16
S10 A10 [2, 2, 3] 12 12
S10 A10 [2, 2, 4] 16 16
S10 A10 [2, 8] 16 16
S10 A10 [4, 4] 16 16
S10 A10 [2, 2, 5] 20 20
S10 A10 [2, 3, 4] 24 24
S10 A10 [2, 2, 2, 3] 24 24
S10 A10 [2, 2, 7] 28 28
S10 A10 [2, 2, 8] 32 32
S10 A10 [2, 2, 9] 36 36
S10 A10 [2, 2, 3, 3] 36 36
S10 A10 [2, 4, 5] 40 40
S10 A10 [2, 2, 11] 44 44
S10 A10 [2, 4, 7] 56 56
S10 A10 [2, 32] 64 64

S10 S10 [2, 2] 4 4
S10 S10 [2, 4] 8 8
S10 S10 [2, 2, 2] 8 8
S10 S10 [2, 2, 2] 8 < 16
S10 S10 [2, 2, 2] 8 < 16
S10 S10 [2, 2, 3] 12 12
S10 S10 [2, 8] 16 16
S10 S10 [2, 2, 4] 16 16
S10 S10 [2, 2, 4] 16 < 32
S10 S10 [2, 2, 4] 16 < 32
S10 S10 [2, 2, 4] 16 < 32
S10 S10 [4, 4] 16 16
S10 S10 [2, 2, 5] 20 20
S10 S10 [2, 3, 4] 24 24
S10 S10 [2, 2, 2, 3] 24 24
S10 S10 [2, 2, 2, 3] 24 < 48
S10 S10 [2, 2, 7] 28 28
S10 S10 [2, 16] 32 32
S10 S10 [2, 2, 8] 32 32
S10 S10 [2, 4, 4] 32 32
S10 S10 [4, 8] 32 32
S10 S10 [2, 2, 9] 36 36
S10 S10 [2, 2, 3, 3] 36 36
S10 S10 [2, 4, 5] 40 40
S10 S10 [2, 2, 2, 5] 40 40
S10 S10 [2, 2, 11] 44 44
S10 S10 [2, 3, 8] 48 48
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S10 S10 [2, 2, 3, 4] 48 48
S10 S10 [2, 2, 13] 52 52
S10 S10 [2, 4, 7] 56 56
S10 S10 [2, 2, 3, 5] 60 60
S10 S10 [2, 32] 64 64
S10 S10 [2, 4, 9] 72 72
S10 S10 [2, 2, 19] 76 76
S10 S10 [2, 5, 8] 80 80
S10 S10 [2, 4, 11] 88 88
S10 S10 [2, 2, 25] 100 100
S10 S10 [2, 2, 5, 5] 100 100
S10 S10 [2, 4, 13] 104 104
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D GAP programs

In this section, we want to describe some GAP-programs ([28]), which have led to the construction
of most groups in this paper.

D.1 Theory and ideas

Our strategy can be resumed as follows:
Step 1: Describe a (2m, 2n)-complex X in a way which is manageable for a computer. We

have adopted an idea due to ???, who writes X as a pair of integer valued matrices (lists of lists) ???
A and B.

Step 2: Given small m, n, generate all pairs (A, B) corresponding to a (2m, 2n)-complex.
Given large m, n, generate randomly many pairs (A, B) corresponding to a (2m, 2n)-complex.

Step 3: Starting from a constructed pair (A, B), provide additional programs which compute
the local groups P

(k)
h , P

(k)
v (for k small) and a finite presentation of Γ. Then apply the pow-

erful GAP-tools for finite permutation groups to look for examples with interesting local groups
and/or use GAP-commands like AbelianInvariants() and LowIndexSubgroupsFpGroup() to get some
information on the normal subgroup structure of the infinite group Γ.

For instance, we have immediately found in this way an irreducible (A6, A6)-group Γ with
[Γ, Γ] = Γ0 and Γ0 perfect (see Example 1).

Coming back to Step 1, we will define for given m, n ∈ N an injective map

ϕm,n : X2m,2n → Mat(2m, 2n, {1, . . . , 2m})×Mat(2m, 2n, {1, . . . , 2n})
X 7→ ϕm,n(X) = (A, B)

where X2m,2n denotes the set of (2m, 2n)-complexes and X ∈ X2m,2n is given by its mn geometric
squares and where Mat(2m, 2n, {1, . . . , 2m}) denotes the set of (2m× 2n)-matrices with entries in
the set {1, . . . , 2m}. Each geometric square aba′b′ of X can be represented by expressions of the
form

aba′b′, a′b′ab, a−1b′−1a′−1b−1, a′−1b−1a−1b′−1.

To define ϕm,n, note that one (or two) of these expressions has one of the five types (I)-(V)
illustrated in Figure 18, for suitable i, k ∈ {1, . . . , m} and j, l ∈ {1, . . . , n}. It is easy to check

bj bj bj bj bj

ai ai ai ai ai

akakakakak

bl bl bl bl bl

(I) (V)(II) (III) (IV)

aibjakbl aibjakb
−1
l aibja

−1
k bl aibja

−1
k b−1

l aib
−1
j akb

−1
l

Figure 18: Possible types of a geometric square

that each geometric square has a unique type. We now define ϕm,n for each possible type of
geometric squares, using the following notation for the “inverses”: ī := 2m+1− i, k̄ := 2m+1−k,
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j̄ := 2n + 1− j, l̄ := 2n + 1− l.

Type (I) (aibjakbl) Aij := k̄, Bij := l̄

Akl := ī, Bkl := j̄

Aīl̄ := k, Bīl̄ := j

Ak̄j̄ := i, Bk̄j̄ := l.

Type (II) (aibjakb−1
l ) Aij := k̄, Bij := l

Akl̄ := ī, Bkl̄ := j̄

Aīl := k, Bīl := j

Ak̄j̄ := i, Bk̄j̄ := l̄.

Type (III) (aibja
−1
k bl) Aij := k, Bij := l̄

Akj̄ := i, Bkj̄ := l

Aīl̄ := k̄, Bīl̄ := j

Ak̄l := ī, Bk̄l := j̄.

Type (IV) (aibja
−1
k b−1

l ) Aij := k, Bij := l

Akj̄ := i, Bkj̄ := l̄

Aīl := k̄, Bīl := j

Ak̄l̄ := ī, Bk̄l̄ := j̄.

Type (V) (aib
−1
j akb−1

l ) Aij̄ := k̄, Bij̄ := l

Akl̄ := ī, Bkl̄ := j

Aīl := k, Bīl := j̄

Ak̄j := i, Bk̄j := l̄.

Thus, each geometric square of X defines exactly four entries in A and B which describe the
corresponding four edges in the link Lk(x). In case of type (I) and (V) two choices are possible,
since as geometric squares we have the equalities aibjakbl = akblaibj and aib

−1
j akb−1

l = akb−1
l aib

−1
j

respectively, but the definition of ϕm,n is independent of this choice. This proves that ϕm,n is
well-defined.

We illustrate this definition in Table 31 in the case of Example 1 given by its nine geometric
squares (see also Figure 19)

R(3, 3) :=



a1b1a
−1
1 b−1

1 , a1b2a
−1
1 b−1

3 , a1b3a2b
−1
2 ,

a1b
−1
3 a−1

3 b2, a2b1a
−1
3 b−1

2 , a2b2a
−1
3 b−1

3 ,

a2b3a
−1
3 b1, a2b

−1
3 a3b2, a2b

−1
1 a−1

3 b−1
1


.
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b3

b3

b2

b1

b3 b1

b2

b3

a1 a1 a2

b1

a1 a1 a1

a3 a3 a3

a1 a2 a2

a3 a3 a3

a2 a2 a2

b1 b3 b2

b3b2b2

b1 b2 b1

Figure 19: Example 1

Hence

A =



1 1 5 3 1 1
3 3 3 4 6 3
2 5 1 2 2 2
5 6 2 5 5 5
4 4 4 1 3 4
6 2 6 6 4 6


, B =



1 3 2 5 4 6
2 3 6 5 4 1
6 3 2 1 4 5
4 3 2 5 6 1
6 1 2 5 4 3
1 3 2 5 4 6


or in a more compact form

Note that given (A, B) ∈ im(ϕm,n), we can uniquely reconstruct X = ϕ−1
m,n(A, B) (reflecting

the injectivity of ϕm,n).

Remark. By construction of ϕm,n, there are bijections between the following sets:

{(Aij , Bij)}i=1,...,2m, j=1,...,2n
∼= {1, . . . , 2m} × {1, . . . , 2n},

{1, . . . 2m} ∼= {Aij}i=1,...,2m for any j ∈ {1, . . . , 2n},

{1, . . . 2n} ∼= {Bij}j=1,...,2n for any i ∈ {1, . . . , 2m}.

The idea of Step 2 for small m, n is to start with (2m × 2n)-matrices A and B consisting of
0-entries and “fill” them recursively with one geometric square (four non-zero entries in A and
B) in each recursion step. This is done systematically, i.e. going through all potential geometric
squares S. Of course, S has to satisfy several conditions, e.g. we want all potential new positions in
A (and B) coming from S to be free (i.e. zeroes) and all potential new pairs of entries (Aαβ , Bαβ)
coming from S are required to be new. If the candidate S does not satisfy these conditions, we try
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geometric square representative type A-entries B-entries

a1b1a
−1
1 b−1

1 a1b1a
−1
1 b−1

1 (IV) A11 = 1 B11 = 1
A16 = 1 B16 = 6
A61 = 6 B61 = 1
A66 = 6 B66 = 6

a1b2a
−1
1 b−1

3 a1b2a
−1
1 b−1

3 (IV) A12 = 1 B12 = 3
A15 = 1 B15 = 4
A63 = 6 B63 = 2
A64 = 6 B64 = 5

a1b3a2b
−1
2 a1b3a2b

−1
2 (II) A13 = 5 B13 = 2

A25 = 6 B25 = 4
A62 = 2 B62 = 3
A54 = 1 B54 = 5

a1b
−1
3 a−1

3 b2 a3b3a
−1
1 b−1

2 (IV) A33 = 1 B33 = 2
A14 = 3 B14 = 5
A42 = 6 B42 = 3
A65 = 4 B65 = 4

a2b1a
−1
3 b−1

2 a2b1a
−1
3 b−1

2 (IV) A21 = 3 B21 = 2
A36 = 2 B36 = 5
A52 = 4 B52 = 1
A45 = 5 B45 = 6

a2b2a
−1
3 b−1

3 a2b2a
−1
3 b−1

3 (IV) A22 = 3 B22 = 3
A35 = 2 B35 = 4
A53 = 4 B53 = 2
A44 = 5 B44 = 5

a2b3a
−1
3 b1 a2b3a

−1
3 b1 (III) A23 = 3 B23 = 6

A34 = 2 B34 = 1
A56 = 4 B56 = 3
A41 = 5 B41 = 4

a2b
−1
3 a3b2 a3b2a2b

−1
3 (II) A32 = 5 B32 = 3

A24 = 4 B24 = 5
A43 = 2 B43 = 2
A55 = 3 B55 = 4

a2b
−1
1 a−1

3 b−1
1 a3b1a

−1
2 b1 (III) A31 = 2 B31 = 6

A26 = 3 B26 = 1
A46 = 5 B46 = 1
A51 = 4 B51 = 6

Table 31: Definition of A and B for Example 1

the next one. The conditions guarantee that at the end a “full” (i.e. without zero entries) pair of
matrices (A, B) indeed describes a (2m, 2n)-complex X , in particular having a complete bipartite
link Lk(x) as required.

D.2 The main program

Our GAP-program looks as follows: (comments in GAP start with the character #)
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ϕ3,3(X) 1 ≈ b1 2 ≈ b2 3 ≈ b3 4 ≈ b−1
3 5 ≈ b−1

2 6 ≈ b−1
1

1 ≈ a1 1/1 1/3 5/2 3/5 1/4 1/6
2 ≈ a2 3/2 3/3 3/6 4/5 6/4 3/1
3 ≈ a3 2/6 5/3 1/2 2/1 2/4 2/5
4 ≈ a−1

3 5/4 6/3 2/2 5/5 5/6 5/1
5 ≈ a−1

2 4/6 4/1 4/2 1/5 3/4 4/3
6 ≈ a−1

1 6/1 2/3 6/2 6/5 4/4 6/6

all := function(x1, x2, y1, y2)

# generates the list [[x1,y1],...,[x1,y2],...,[x2,y1],...,[x2,y2]]

local w, k, i, j;

w := [ ];

k := 1;

for i in [x1..x2] do

for j in [y1..y2] do

w[k] := [i,j];

k := k+1;

od;

od;

return w;

end;

test := function(M, N, q, r, s, t, cM, cN)

# checks candidate a q*b r*a s^-1*b t^-1

if (s = cM+1-q and t = cN+1-r) or

M[s][cN+1-r] <> 0 or M[cM-q+1][t] <> 0 or M[cM+1-s][cN+1-t] <> 0 or

# M[q][r] <> 0 is tested in test2

ForAny(all(1,cM,1,cN),

v -> ([M[v[1]][v[2]],N[v[1]][v[2]]]

in [[s,t], [q,cN+1-t], [cM+1-s,r], [cM+1-q,cN+1-r]]))

then

return false;

else

return true;

fi;

end;

part := function(x, y, z)

# we assume y <= z

# generates list [[1,1],...,[1,z],...,[x-1,1],...,[x-1,z],[x,1],...,,[x,y-1]]

local w, k, i1, i2, j;

w := [ ];

k := 1;

for i1 in [1..x-1] do

for i2 in [1..z] do

w[k] := [i1,i2];

k := k+1;

od;
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od;

for j in [1..y-1] do

w[k] := [x,j];

k := k+1;

od;

return w;

end;

test2 := function(A, x, y, z)

# returns true if (x,y) is the first "free" position in A

if A[x][y] = 0 and

ForAll(part(x,y,z), v -> A[v[1]][v[2]] <> 0)

then

return true;

else

return false;

fi;

end;

full := function(A)

# returns true if matrix A contains no 0

if ForAny(A, x -> 0 in x) then

return false;

else

return true;

fi;

end;

main := function(A, B)

# main program

local cA, cB, i, j, k, l, AA, BB;

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

for i in [1..cA/2] do

for j in [1..cB] do

if test2(A,i,j,cB) then # (i,j) is first free position in A

for k in [1..cA] do

for l in [1..cB] do

if test(A,B,i,j,k,l,cA,cB) then # tests if a i*b j*a k^-1*b l^-1 is ok

AA := StructuralCopy(A);

BB := StructuralCopy(B);

AA[i][j] := k;

BB[i][j] := l;

AA[k][cB-j+1] := i;

BB[k][cB-j+1] := cB+1-l;

AA[cA+1-i][l] := cA+1-k;

BB[cA+1-i][l] := j;

AA[cA+1-k][cB+1-l] := cA+1-i;

BB[cA+1-k][cB+1-l] := cB+1-j;
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if full(AA) then # (AA,BB) now describes a (cA,cB)-complex

# now we can check for conditions on AA, BB, e.g. like

# if conditions(AA,BB) then Print(AA, " ", BB, "\n"); fi;

else

main(AA, BB); # recursive step

fi;

fi;

od;

od;

fi;

od;

od;

end;

# e.g. main(NullMat(4, 6), NullMat(4, 6)); generates all (4, 6)-complexes
# e.g. main(C,D); where C, D describe any partial complex,

# i.e. some given geometric squares

This procedure can also be applied for large m and n, but the time required to finish (i.e. to
generate all (2m, 2n)-complexes) grows very rapidly with increasing m and n. One reason for this
is that the filling process needs mn recursion steps for each (2m, 2n)-complex but another reason
is that the number of different (2m, 2n)-complexes becomes very large soon. This is illustrated in
Table 32 (note that we do not claim that different examples are non-isomorphic groups).

m n mn # X

1 1 1 3
1 2 2 15
1 3 3 105
1 4 4 945
1 5 5 10395
2 2 4 541
2 3 6 35235
2 4 8 3690009
3 3 9 27712191

Table 32: Number of (2m, 2n)-complexes generated by our programs

Therefore, to get a better “distribution” of the examples, we have also written a program which
randomly generates (2m, 2n)-complexes.

D.3 A random program

# the functions full(), all(), test(), part(), test2() are as before

Ma := function(m, n)

# generates (m x n)-matrix A, A[i][j] = i

local i, j, w;

w := NullMat(m,n);

for i in [1..m] do

for j in [1..n] do
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w[i][j] := i;

od;

od;

return w;

end;

Mb := function(m, n)

# generates (m x n)-matrix A, A[i][j] = j

local i, j, w;

w := NullMat(m,n);

for i in [1..m] do

for j in [1..n] do

w[i][j] := j;

od;

od;

return w;

end;

out := [];

rdm := function(A, B, p)

local cA, cB, i, j, k, l, AA, BB, kl, pp, z;

z := 0;

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

for i in [1..cA/2] do

for j in [1..cB] do

if test2(A,i,j,cB) then

repeat kl := Random(p); # p:available edges in link

z := z+1;

# z counts number of attempts, here we set the maximal number to 30,

# but it can be chosen larger or smaller if needed

until test(A,B,i,j,kl[1],kl[2],cA,cB) or z = 30;

AA := StructuralCopy(A);

BB := StructuralCopy(B);

if z < 30 then # test ok

AA[i][j] := kl[1];

BB[i][j] := kl[2];

AA[kl[1]][cB-j+1] := i;

BB[kl[1]][cB-j+1] := cB+1-kl[2];

AA[cA+1-i][kl[2]] := cA+1-kl[1];

BB[cA+1-i][kl[2]] := j;

AA[cA+1-kl[1]][cB+1-kl[2]] := cA+1-i;

BB[cA+1-kl[1]][cB+1-kl[2]] := cB+1-j;

pp := StructuralCopy(p);

RemoveSet(pp,kl);

RemoveSet(pp,[i,cB+1-kl[2]]);

RemoveSet(pp,[cA+1-kl[1],j]);

RemoveSet(pp,[cA+1-i,cB+1-j]); # removes used edges in link
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if full(AA) then

out := StructuralCopy([AA,BB,cA,cB]);

else

rdm(AA, BB, pp);

fi;

fi;

fi;

od;

od;

return out;

end;

slc := function(aa,bb)

local res;

repeat out := [Ma(aa,bb),Mb(aa,bb),aa,bb];

res := rdm(NullMat(aa, bb), NullMat(aa, bb), all(1,aa,1,bb));

until # conditions(res[1],res[2]); whatever we want to check

Print(res[1],"\n",res[2],"\n");
end;

# e.g. slc(6,6); generates now randomly a (6, 6)-complex
# satisfying additional conditions

One nice feature of both programs is that we can start with any k given geometric squares
(0 ≤ k < mn) and generate all (some) (2m, 2n)-complexes containing these k geometric squares.
This was very useful in Section 3, where we have embedded for instance non-residually finite
examples in virtually simple (2m, 2n)-complexes.

D.4 Computing the local groups

For Step 3 we have written programs which compute the local groups P
(k)
h , P

(k)
v for k small enough.

Here are the programs for k = 1 and k = 2 (the programs for k ≥ 3 become more complicated
with increasing k, but we do not need any new ideas). Moreover, we give the program to compute
Kh for m = 3.

PhPerm := function(j, cA, A)

# generates permutation in P h induced by b j, i.e. ρv(bj)
local v, i;

v := [ ];

for i in [1..cA] do

v[i] := cA+1-A[cA-i+1][j];

od;

return PermList(v);

end;

Ph := function(A)

# generates P h as a permutation group

local p, j, cA, cB;

cA := DimensionsMat(A)[1];
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cB := DimensionsMat(A)[2];

p := [ ];

for j in [1..cB/2] do

p[j] := PhPerm(j,cA,A);

od;

return Group(p,());

end;

PvPerm := function(i, cA, cB, B)

# generates permutation in P v induced by a i, i.e. ρh(ai)
local w, j;

w := [ ];

for j in [1..cB] do

w[j] := B[cA-i+1][j];

od;

return PermList(w);

end;

Pv := function(B)

# generates P v

local p, i, cA, cB;

cA := DimensionsMat(B)[1];

cB := DimensionsMat(B)[2];

p := [ ];

for i in [1..cA/2] do

p[i] := PvPerm(i,cA,cB,B);

od;

return Group(p,());

end;

indx := function(v, x)

# returns index of first appearance of x in vector v

local i;

i := 1;

while v[i] <> x do

i := i+1;

od;

return i;

end;

s2 := function(c)

# generates points in 2-sphere of c-regular tree

local v, k, i, j;

v := [ ];

k := 1;

for i in [1..c] do

for j in [1..c] do

if i+j <> c+1 then # exclude reducible paths

v[k] := [i,j];
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k := k+1;

fi;

od;

od;

return v;

end;

vPerm2i := function(i, cA, cB, A, B)

# generates i-th permutation in P2v

local w, j;

w := [ ];

for j in [1..cB*(cB-1)] do

w[j] := indx(s2(cB), [B[cA+1-i][s2(cB)[j][1]],

B[A[cA+1-i][s2(cB)[j][1]]][s2(cB)[j][2]]]);

od;

return PermList(w);

end;

P2v := function(A, B)

# generates P2v

local i, p, cA, cB;

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

p := [ ];

for i in [1..cA/2] do

p[i] := vPerm2i(i, cA, cB, A, B);

od;

return Group(p,());

end;

hPerm2j := function(j, cA, cB, A, B)

# generates j-th permutation in P2h

local w, i;

w := [ ];

for i in [1..cA*(cA-1)] do

w[i] := indx(s2(cA), [cA+1-A[cA+1-s2(cA)[i][1]][j],

cA+1-A[cA+1-s2(cA)[i][2]][B[cA+1-s2(cA)[i][1]][j]]]);

od;

return PermList(w);

end;

P2h := function(A, B)

# generates P2h

local j, p, cA, cB;

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

p := [ ];

for j in [1..cB/2] do

p[j] := hPerm2j(j, cA, cB, A, B);
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od;

return Group(p,());

end;

Kh6 := function(A, B)

# generates K h for m = 3

return Stabilizer(Stabilizer(Stabilizer(Stabilizer(Stabilizer(Stabilizer(P2h(A, B),

[1, 2, 3, 4, 5], OnTuples),

[6, 7, 8, 9, 10], OnSets),

[11, 12, 13, 14, 15], OnSets),

[16, 17, 18, 19, 20], OnSets),

[21, 22, 23, 24, 25], OnSets),

[26, 27, 28, 29, 30], OnSets);

end;

D.5 Computing a presentation of Γ

A finite presentation for Γ is obtained as follows (illustrated for m = n = 3):

F := FreeGroup("a1", "a2", "a3", "b1", "b2", "b3");

# free group generated by a 1, a 2, a 3, b 1, b 2, b 3

a1 := F.1;

a2 := F.2;

a3 := F.3;

b1 := F.4;

b2 := F.5;

b3 := F.6;

NL6a := function(n)

# map {1, . . . , 2m} → Eh

local v;

if n=1 then v := a1;

elif n=2 then v := a2;

elif n=3 then v := a3;

elif n=4 then v := a3^-1;

elif n=5 then v := a2^-1;

elif n=6 then v := a1^-1;

fi;

return v;

end;

NL6b := function(n)

# map {1, . . . , 2n} → Ev

local v;

if n=1 then v := b1;

elif n=2 then v := b2;

elif n=3 then v := b3;

elif n=4 then v := b3^-1;

elif n=5 then v := b2^-1;
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elif n=6 then v := b1^-1;

fi;

return v;

end;

relation6 := function(A, B)

# generates mn relators of Γ
local i, j, rel, cA, cB;

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

rel := [];

for i in [1..cA/2] do

for j in [1..cB] do

if not NL6a(i)*NL6b(j)*NL6a(cA+1-A[i][j])*NL6b(cB+1-B[i][j]) in rel and

not NL6a(cA+1-A[i][j])*NL6b(cB+1-B[i][j])*NL6a(i)*NL6b(j) in rel and

not NL6a(cA+1-A[i][j])^-1*NL6b(j)^-1*NL6a(i)^-1*NL6b(cB+1-B[i][j])^-1

in rel then

Add(rel,NL6a(i)*NL6b(j)*NL6a(cA+1-A[i][j])*NL6b(cB+1-B[i][j]));

fi;

od;

od;

return rel;

end;

G := F / relation6(A,B); # definition of Γ

# e.g. AbelianInvariants(G); computes now Γab

# LowIndexSubgroupsFpGroup(G, TrivialSubgroup(G), 8);

# computes all subgroups of low index (here of index ≤ 8),
# only reasonable for small index

D.6 A normal form program

Useful for other investigations are programs which bring a word in Γ in ab- and ba-normal form,
see Proposition 6 (again illustrated for m = n = 3):

# F, a1, a2, a3, b1, b2, b3, NL6a(), NL6b() as in Appendix D.5

LN6a := function(w)

# map Eh → {1, . . . , 2m}, inverse of NL6a

local n;

if w=a1 then n := 1;

elif w=a2 then n := 2;

elif w=a3 then n := 3;

elif w=a3^-1 then n := 4;

elif w=a2^-1 then n := 5;

elif w=a1^-1 then n := 6;

fi;

return n;
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end;

LN6b := function(w)

# map Ev → {1, . . . , 2n}, inverse of NL6b

local n;

if w=b1 then n := 1;

elif w=b2 then n := 2;

elif w=b3 then n := 3;

elif w=b3^-1 then n := 4;

elif w=b2^-1 then n := 5;

elif w=b1^-1 then n := 6;

fi;

return n;

end;

SetA6 := [a1, a2, a3, a3^-1, a2^-1, a1^-1];

SetB6 := [b1, b2, b3, b3^-1, b2^-1, b1^-1];

nfab := function(A,B,w)

# brings word w in ab-normal form

local i;

for i in [1..Length(w)-1] do

if Subword(w,i,i) in SetB6 and Subword(w,i+1,i+1) in SetA6 then

return nfab(A,B,SubstitutedWord(w,i,i+1,

(NL6b(B[LN6a(Subword(w,i+1,i+1)^-1)][LN6b(Subword(w,i,i)^-1)])*

NL6a(A[LN6a(Subword(w,i+1,i+1)^-1)][LN6b(Subword(w,i,i)^-1)]))^-1));

fi;

od;

return w;

end;

nfba := function(A,B,w)

# brings word w in ba-normal form

local i;

for i in [1..Length(w)-1] do

if Subword(w,i,i) in SetA6 and Subword(w,i+1,i+1) in SetB6 then

return nfba(A,B,SubstitutedWord(w,i,i+1,

NL6b(B[LN6a(Subword(w,i,i))][LN6b(Subword(w,i+1,i+1))])*

NL6a(A[LN6a(Subword(w,i,i))][LN6b(Subword(w,i+1,i+1))])));

fi;

od;

return w;

end;

D.7 Computing Aut(X)

The following program generates all elements of Aut(X), where X is given by A and B (again
illustrated for m = n = 3).
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# F, a1, a2, a3, b1, b2, b3, NL6a(), NL6b() as in Appendix D.5

relation := function(A, B)

local i, j, k, rel, rel2, cA, cB;

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

rel := [];

rel2 := [];

for i in [1..cA] do

for j in [1..cB] do

rel[cB*(i-1)+j] := NL6a(i)*NL6b(j)*NL6a(cA+1-A[i][j])*NL6b(cB+1-B[i][j]);

od;

od;

for k in [1..cA*cB] do

rel2[k] := Subword(rel[k],2,4)*Subword(rel[k],1,1);

od;

return Union(rel,rel2);;

end;

LN := function(w,k1,k2,k3,k4,k5,k6,c)

local n;

if w=a1 then n := k1;

elif w=a2 then n := k2;

elif w=a3 then n := k3;

elif w=b1 then n := k4;

elif w=b2 then n := k5;

elif w=b3 then n := k6;

elif w=b3^-1 then n := c-k6;

elif w=b2^-1 then n := c-k5;

elif w=b1^-1 then n := c-k4;

elif w=a3^-1 then n := c-k3;

elif w=a2^-1 then n := c-k2;

elif w=a1^-1 then n := c-k1;

fi;

return n;

end;

NL := function(z)

local n;

if z=1 then n := a1;

elif z=2 then n := a2;

elif z=3 then n := a3;

elif z=4 then n := b1;

elif z=5 then n := b2;

elif z=6 then n := b3;

elif z=7 then n := b3^-1;

elif z=8 then n := b2^-1;

elif z=9 then n := b1^-1;

elif z=10 then n := a3^-1;
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elif z=11 then n := a2^-1;

elif z=12 then n := a1^-1;

fi;

return n;

end;

permute := function(A,B)

local i1, i2, i3, j1, j2, j3, k, PL, L, cA, cB, c;

PL := [];

L := relation(A,B);

cA := DimensionsMat(A)[1];

cB := DimensionsMat(A)[2];

c := cA + cB;

for i1 in [1..c] do

for i2 in Difference([1..c], [i1, c+1-i1]) do

for i3 in Difference([1..c], [i1, c+1-i1, i2, c+1-i2])do

for j1 in Difference([1..c], [i1, c+1-i1, i2, c+1-i2, i3, c+1-i3])do

for j2 in Difference([1..c], [i1, c+1-i1, i2, c+1-i2, i3, c+1-i3, j1, c+1-j1])do

for j3 in Difference([1..c],

[i1, c+1-i1, i2, c+1-i2, i3, c+1-i3, j1, c+1-j1, j2, c+1-j2])do

for k in [1..Size(L)] do

PL[k] := NL(LN(Subword(L[k],1,1),i1,i2,i3,j1,j2,j3,c+1))

* NL(LN(Subword(L[k],2,2),i1,i2,i3,j1,j2,j3,c+1))

* NL(LN(Subword(L[k],3,3),i1,i2,i3,j1,j2,j3,c+1))

* NL(LN(Subword(L[k],4,4),i1,i2,i3,j1,j2,j3,c+1));

od;

if Set(PL) = Set(L) then

Print(NL(i1)," ",NL(i2)," ",NL(i3)," ",

NL(j1)," ",NL(j2)," ",NL(j3)," ","\n");
fi;

od;

od;

od;

od;

od;

od;

end;

permute(A,B);

For X as in Example 1, i.e. for

A =



1 1 5 3 1 1
3 3 3 4 6 3
2 5 1 2 2 2
5 6 2 5 5 5
4 4 4 1 3 4
6 2 6 6 4 6


, B =



1 3 2 5 4 6
2 3 6 5 4 1
6 3 2 1 4 5
4 3 2 5 6 1
6 1 2 5 4 3
1 3 2 5 4 6


we get
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permute(A,B);

a1 a2 a3 b1 b2 b3

a1^-1 a2^-1 a3^-1 b1^-1 b3 b2

D.8 Quaternion lattice program

We illustrate the construction of Γp,l of Section 5 for the example p = 3, l = 5 (Example 52).

psi := function(v,x0,x1,x2,x3)

return[[x0 + v*x1*E(4), v*x2 + v*x3*E(4)],[-v*x2 + v*x3*E(4), x0 - v*x1*E(4)]];

end;

a := [];

b := [];

a[1] := psi(1,1,0,1,1);

# ψ(1 + j + k)
a[2] := psi(1,1,0,1,-1);

# ψ(1 + j − k)
a[3] := psi(-1,1,0,1,-1);

# ψ(1− j + k)
a[4] := psi(-1,1,0,1,1);

# ψ(1− j − k)

b[1] := psi(1,1,2,0,0);

b[2] := psi(1,1,0,2,0);

b[3] := psi(1,1,0,0,2);

b[4] := psi(-1,1,0,0,2);

b[5] := psi(-1,1,0,2,0);

b[6] := psi(-1,1,2,0,0);

qAB := function(p,l)

local i, j, k, m, A, B;

A := NullMat(p+1,l+1);

B := NullMat(p+1,l+1);

for i in [1..p+1] do

for j in [1..l+1] do

for k in [1..l+1] do

for m in [1..p+1] do

if a[i]*b[j] = b[k]*a[m] or a[i]*b[j] = -b[k]*a[m] then

A[i][j] := m;

B[i][j] := k;

fi;

od;

od;

od;

od;

return([A,B]);

end;
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A := qAB(3,5)[1];

B := qAB(3,5)[2];

gives

A =


3 3 2 4 4 2
1 4 3 1 3 4
4 2 4 2 1 1
2 1 1 3 2 3

 ,

B =


5 1 6 2 3 4
3 6 2 1 4 5
4 3 1 5 6 2
2 4 5 6 1 3

 .
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E Miscellanea

E.1 Topology of Aut(T`)
Throughout this section, let T` be the `-regular tree and G = Aut(T`) its group of automorphisms.
We denote by X the countable vertex set of T` endowed with the discrete topology. Let X =
{x1, x2, . . .} be a fixed enumeration of X . For subsets V, W ⊆ X and elements x, v, w ∈ X , we
define GV,W := {g ∈ G : g(V ) ⊆W}, the vertex stabilizer Gx := G{x},{x}, the pointwise stabilizer
GV := ∩x∈V Gx and to simplify the notation we write Gv,W := G{v},W , Gv,w := G{v},{w}. We
take the product topology on

∏
x∈X X ∼= XX = {f : X → X} and let O be the relative topology

for G ⊂ XX . Let πi :
∏

x∈X X → X be the i-th projection. The product topology guarantees
that these maps are continuous. Again, by definition of the product topology, a subbase for O is
given by the sets Gv,W , where v ∈ V ⊆ X and W ⊆ X . Since Gv,W = ∪w∈W Gv,w, the family
of sets Gv,w, where v, w ∈ X , is another subbase for O. This topology O is sometimes called
topology of pointwise convergence (or topology of simple convergence), since a sequence (gn)n∈N in
G converges to g ∈ G if and only if (gn(x)) converges to g(x) in X for all x ∈ X . Since X carries
the discrete topology, this means that for each x ∈ X , there is an integer m such that gn(x) = g(x)
for n ≥ m. Note that O is the compact open topology, since this has as subbase the sets GV,W ,
where V ⊂ X is finite, W ⊆ X , and since

GV,W =
n⋂

i=1

⋃
w∈W

Gvi,w,

where V = {v1, . . . , vn}.

Proposition 78. (G,O) is a locally compact, totally disconnected, second countable, metrizable
Hausdorff space. Moreover, it is a topological group, where we take the usual composition of
elements in the group G.

Proof. Hausdorff: XX is Hausdorff as a product of Hausdorff spaces (see [38, Theorem III.5]),
hence also its subspace G is Hausdorff.

Countable base: This follows immediately since X is countable and {Gv,w : v, w ∈ X} is a
subbase for O.

Metrizable: Let ρ be the discrete metric on X , i.e. ρ(v, w) := 0 if v = w and ρ(v, w) := 1 if
v 6= w. We define for g, h ∈ G

d(g, h) :=
∞∑

i=1

ρ(g(xi), h(xi)).

Then d is a metric on G which induces O (see [17, Theorem 6.20]).
Locally compact: Let v, w ∈ X . If we can show that Gv,w is compact, then any g ∈ G has a

compact neighbourhood. Let (gn)n∈N be a sequence in Gv,w. By the local finiteness of T`, the set
{gn(xi) : n ∈ N} is finite for each i ∈ N. Therefore, there is an infinite subset N1 ⊆ N such that
the vertices gn1(x1) coincide for all n1 ∈ N1. Denote this common vertex by g(x1). Next, choose
an infinite subset N2 ⊆ N1, such that gn2(x2) coincide for all n2 ∈ N2 and define g(x2) := gn2(x2)
(n2 ∈ N2). Continuing this process (i = 3, 4, . . .) defines an element g ∈ Gv,w. By construction, g

is a cluster point of (gn)n∈N. This shows that Gv,w is countably compact. But in a metric space,
the notions of countably compactness and compactness are equivalent.

Note that Gx is a profinite group (see [20, Proposition 1.3.5]). Recall that a topological group
is profinite if and only if it is compact and totally disconnected.

Moreover, note that XX is not locally compact (this follows from [38, Theorem V.19]).
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Separable: A metric space is separable if and only if it has a countable base (see [17, Corollary
7.21]).

Totally disconnected: We show that XX is totally disconnected. Assume that K ⊂ XX

is a connected subset such that k1, k2 ∈ K. Since the projections πi are continuous, each image
πi(K) is connected in X , i.e. a point. Thus πi(k1) = πi(k2) for each i and therefore k1 = k2. G is
totally disconnected as a subspace of XX .

Topological group: Let U be the family of sets GV , where V runs over finite subsets of X .
Note that GV = ∩v∈V Gv,v is open in G. We first show that B1 := {gU : g ∈ G, U ∈ U} is a
base for some topology Õ on G such that (G, Õ) (with the usual composition in the group G) is
a topological group and then show that Õ = O.
The subbase B1 = {gU : g ∈ G, U ∈ U} generates a topology Õ on G, in particular, the family B2

of finite intersections of elements in B1 is a base for Õ. Obviously, we have B1 ⊆ B2. If we can
prove B2 ⊆ B1, then B1 is a base for Õ as claimed. Let

B2 =
n⋂

i=1

giUi (gi ∈ G, Ui ∈ U)

be any element in B2 and let h ∈ B2. Then g−1
i h ∈ Ui for each i = 1, . . . , n and therefore

g−1
i hUi = Ui for each i = 1, . . . , n, using that Ui = GVi for some finite Vi ⊂ X . Thus,

B2 =
n⋂

i=1

hUi = h

(
n⋂

i=1

Ui

)
∈ B1,

since ∩n
i=1Ui ∈ U . Recall that the map

φ : G×G→ G

(g1, g2) 7→ g1g2

is continuous if for each (g1, g2) ∈ G×G and each open neighbourhood Û of g1g2 in G there is an
open neighbourhood V̂ of (g1, g2) in G×G such that φ(V̂ ) ⊂ Û .
So let (g1, g2) ∈ G×G and let Û = ∪hιUι (hι ∈ G, Uι ∈ U) be an open neighbourhood of g1g2 in
G, say g1g2 = hjuj ∈ hjUj ⊂ Û with Uj = GVj . Then g−1

2 Gg2(Vj)g2Uj ⊂ Uj . It follows that(
g1Gg2(Vj)

)
(g2Uj) ⊂ g1g2Uj = hjujUj = hjUj ⊂ Û .

Since g1Gg2(Vj) × g2Uj is an open neighbourhood of (g1, g2) in G × G, we conclude that φ is
continuous.
The proof of the continuity of the map G→ G, g 7→ g−1 is similar. We have to show that for each
g ∈ G and each open neighbourhood Û of g−1 there is an open neighbourhood V̂ of g such that
V̂ −1 ⊂ U :
Let g ∈ G and let Û = ∪hιUι (hι ∈ G, Uι ∈ U) be an open neighbourhood of g−1, say g−1 =
hjuj ∈ hjUj ⊂ Û with Uj = GVj and define V̂ = Gg−1(Vj) ∈ U . Then gV̂ −1g−1 ⊂ Uj and(

gV̂
)−1

⊂ g−1Uj = hjujUj = hjUj ⊂ Û .

Since gV̂ is an open neighbourhood of g, the map g 7→ g−1 is continuous and (G, Õ) is a topological
group.
We know that {Gv,w : v, w ∈ X} is a subbase for O and {gU : g ∈ G, U = GV , V ⊂ X finite}
is a subbase for Õ. In fact, O = Õ, because on one hand Gv,w = gGv for any g ∈ G such that
g(v) = w, and on the other hand

gGV =
⋂

v∈V

Gv,g(v).
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Proposition 79. Let Γ be a subgroup of G and define Γx := Γ ∩ Gx. Then the following three
statements are equivalent:

i) Γ is discrete.

ii) Γx is finite for all x ∈ X.

iii) Γx is finite for some x ∈ X.

Proof. i) ⇒ ii): A discrete subgroup H of a Hausdorff topological group G is closed in G (see [32,
Theorem 5.10]). Applying this theorem, Γ is closed in G and Γx = Γ ∩Gx is closed in Gx, hence
compact (since Gx is compact). But Γx is also discrete (being a subgroup of Γ), thus finite.

ii) ⇒ iii): This is obvious.
iii) ⇒ i): Write Γx = {γ1, . . . , γn}. For any γi ∈ Γx \ {1} there is some (large) integer mi such

that γi /∈ Γ∩GS(x,mi). Let m be the maximum of the mi’s, then Γ∩GS(x,m) = {1}. Since GS(x,m)

is open in G, {1} is open in Γ, and Γ is discrete ({γ} = {γ}{1} is open in Γ).

Remark. By Proposition 79, G is not discrete, in particular {g} is not open in G. However, {g}
is closed in G, since

{g} = G \
⋃
i∈N

Gxi,X\{g(xi)}.
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E.2 Growth of (2m, 2n)-groups

Let Γ be a finitely generated group and S a finite set generating Γ. Following [31], we define the
word length `S(γ) of an element γ ∈ Γ \ {1}:

`S(γ) := min{i : γ = s1 . . . si, s1, . . . , si ∈ S ∪ S−1}, (`S(1) := 0),

for k ∈ N0 the growth function

k 7→ β(Γ, S; k) := #{γ ∈ Γ : `S(γ) ≤ k},

the corresponding growth series

B(Γ, S; z) :=
∞∑

k=0

β(Γ, S; k)zk,

the spherical growth function

k 7→ σ(Γ, S; k) := β(Γ, S; k)− β(Γ, S; k − 1), (σ(Γ, S; 0) := 1),

and the corresponding spherical growth series

Σ(Γ, S; z) :=
∞∑

k=0

σ(Γ, S; k)zk = (1− z)B(Γ, S; z).

Proposition 80. Let Γ = 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉 be a (2m, 2n)-group and take the
standard generators S := {a1, . . . , am, b1, . . . , bn} of Γ.

(1) The Cayley graph of (Γ, S) can be identified with the 1-skeleton of T2m × T2n, in particular
the growth functions of (Γ, S) only depend on m and n.

(2)

Σ(Γ, S; z) =

(
1+z
1−z

)2

(
m− (m− 1)1+z

1−z

)(
n− (n− 1)1+z

1−z

) =
1 + z

1− (2m− 1)z
· 1 + z

1− (2n− 1)z

= 1 + (2m + 2n)z + (2m(2m + 2n− 1) + 2n(2n− 1)) z2 + O(z3)

(3) If (m, n) 6= (1, 1), then Γ is of exponential growth.

(4) If m, n ≥ 2, then Γ is quasi-isometric to F2 × F2.

Proof. (1) See [8, I.8A.2] for an explicit identification. Note that T2m×T2n is the universal cover
of the “Cayley complex”, which is exactly our (2m, 2n)-complex X .

(2) By (1), Σ(Γ, S; z) = Σ(Fm × Fn, S; z). Note that

Σ(Z, {1}; z) =
1 + z

1− z
.

The claim follows now from the behaviour of the spherical growth series with respect to
taking free and direct products, (see [31, Proposition VI.A 4]). As an intermediate step, we
have for example

Σ(Fm, {a1, . . . , am}; z) =
1 + z

1− (2m− 1)z
.
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(3) This follows from the obvious fact that Fm×Fn contains a non-abelian free subgroup (namely
Fm × {1} if m ≥ 2 or {1} × Fn if n ≥ 2).

(4) Fm × Fn is isomorphic to a finite index subgroup of F2 × F2 (the index is (m− 1)(n− 1)),
hence the groups are quasi-isometric by (1). (Note that for `, `′ ≥ 3, the tree T` is quasi-
isometric to T`′ , see [8, Exercise I.8.20(2)]. This is a more general result than (4), since `, `′

are allowed to be odd.)

Example. Let Γ be a (6, 6)-group. Then

Σ(Γ, S; z) = 1 + 12z + 96z2 + 660z3 + 4200z4 + 25500z5 + O(z6)

and
B(Γ, S; z) = 1 + 13z + 109z2 + 769z3 + 4969z4 + 30469z5 + O(z6).
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E.3 Deficiency of (2m, 2n)-groups

Let G be a finitely presented group. The deficiency of a finite presentation P of G is the number
of generators minus the number of relations in P . The deficiency def(G) of G is the maximum
of the deficiency of P taken over all possible finite presentations of G. It is well-known (see [26,
Lemma 1.2]) that

def(G) ≤ rankH1(G;Z)− d(H2(G;Z)), (21)

where d(H2(G;Z) denotes the minimal number of generators of the second homology group of G

with integer coefficients. The group G is called efficient if equality holds in (21).

Proposition 81. Let Γ be a (2m, 2n)-group. Then Γ is efficient and def(Γ) = m + n−mn.

Proof. Since Γ has the finite presentation 〈a1, . . . , am, b1, . . . , bn | R(m, n)〉, we have

def(Γ) ≥ m + n−mn.

On the other hand

def(Γ) ≤ rank(H1(Γ;Z))− d(H2(Γ;Z))

= rank(H1(Γ;Z))− rank(H2(Γ;Z))

= 1− χ(Γ)

= m + n−mn.

The inequality is (21) and the equalities above are described in [39, Section 6], where χ(Γ) is
the Euler characteristic of the complex X (or the alternating sums of the ranks of the homology
groups of Γ, which is the same here).

Remark. The deficiency for a (2m, 2n)-group Γ is attained by its standard presentation

〈a1, . . . , am, b1, . . . , bn | R(m, n)〉

as well as by the natural presentations of their amalgams (if they exist, see Proposition 2)
Fn ∗F1−2m+2mn F1−m+mn and Fm ∗F1−2n+2mn F1−n+mn.

Remark. There are non-efficient torsion-free groups, see [45].
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E.4 Certain regular graphs associated to a (2m, 2n)-group

Following an idea of Mozes ([51]), we associate to a (2m, 2n)-group Γ two infinite families of
finite regular graphs (Xk(Γ))k∈N and (Yk(Γ))k∈N. The vertex set of Xk(Γ) is E

(k)
h and the vertex

set of Yk(Γ) is E
(k)
v . Two vertices a, ã ∈ E

(k)
h are connected by a geometric edge if and only if

ρv(b)(a) = ã for some b ∈ Ev. In this case, b and b−1 are oriented edges such that o(b) = a,
t(b) = ã, b = b−1. Similarly, two vertices b, b̃ ∈ E

(k)
v are connected by a geometric edge if and

only if ρv(a)(b) = b̃ for some a ∈ Eh. We list some obvious properties of Xk(Γ) (the properties of
Yk(Γ) are analogous):

• Xk(Γ) has 2m(2m− 1)k−1 vertices.

• Xk(Γ) is 2n-regular.

• Xk(Γ) is connected if and only if P
(k)
h is transitive on E

(k)
h .

• Xk(Γ) is connected for each k if and only if pr1(Γ) is locally ∞-transitive.

• If Xk(Γ) is not connected, then Xl(Γ) is not connected for each l ≥ k.

• If Xk(Γ) has no loops, then Xl(Γ) has no loops for each l ≥ k.

Less obvious is

Proposition 82. (Mozes [51]) If Γ = Γp,l as in Section 5.2, then (Xk(Γ))k∈N and (Yk(Γ))k∈N are
Ramanujan graphs, i.e. for every k ∈ N and every eigenvalue λ of the adjacency matrix of Xk(Γ),
either λ = ±(l + 1) or |λ| ≤ 2

√
l, and for every eigenvalue λ of the adjacency matrix of Yk(Γ),

either λ = ±(p + 1) or |λ| ≤ 2
√

p.

Question 19. Are there other (2m, 2n)-groups Γ such that (Xk(Γ))k∈N are Ramanujan graphs?

See Figure 20 and 21 for a visualization of Y1(Γ3,5) and X2(Γ3,5), where Γ3,5 is the (4, 6)-group
of Section 5.4.3.
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Figure 20: Y1(Γ3,5)
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Figure 21: Geometric realization of X2(Γ3,5)

E.5 History of simple groups and free amalgams

We give some selected history of finitely presented (generated) infinite simple groups and amalgams
of finitely generated free groups. (In this section the term free group always means a non-abelian
free group)

• Aleksandr G. Kuroš 1944 ([40]) He asked for the existence of a finitely generated infinite
simple group. (This was positively answered in [33])

• Graham Higman 1951 ([33]) He gave the first existence proof of a finitely generated
infinite simple group and asked for the existence of a finitely presented infinite simple group:
“Can an infinite simple group have not only a finite set of generators, but also a finite set of
defining relations?” (This was positively answered by Richard J. Thompson in 1965)

• Ruth Camm 1953 ([18]) She constructed uncountably many finitely generated infinite
simple groups of the form F2 ∗F∞ F2. These groups are torsion-free, 2-generated, but not
finitely presentable (by [3]).

• Richard J. Thompson 1965 (in unpublished notes) He defined two finitely presented
infinite simple groups Ĉ (often called T ) and V̂ (often called V ). They are not torsion-free.
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He defined also a third interesting group P̂ (often called F ) which is torsion-free but not
simple. For an introduction to these three groups, see [19].

• Peter M. Neumann 1973 ([56]) “At one time I had hoped that one might construct a
finitely presented simple group as a generalised free product of two free groups A, B of
finite rank amalgamating finitely generated subgroups H and K. Joan Landman-Dyer and
I showed quite easily that if H has infinite index in A or K has infinite index in B then such
a group G is not simple.” For a proof that G is even SQ-universal under these conditions,
see [63, Corollary 2]. For an alternative proof that G (again provided [A : H ] or [B : K] is
infinite) is not simple, see [36, Corollary 2]. Then Neumann posed the following problems
(which appeared also in the Kourovka notebook): “Let G = A ∗H=K B where A, B are non-
abelian free groups of finite rank and |A : H |, |B : K| are finite. (a) Can it happen that G is
simple? (b) Is G always SQ-universal?” ((a) was positively answered in [14]; consequently
the answer to (b) is no)

• Graham Higman 1974 ([34]) He generalized Thompson’s group V to an infinite family of
finitely presented infinite simple groups.

• Dragomir Ž. Djoković 1981 ([25]) His finitely presented infinite “simple” group with
bounded torsion turned out to be not simple.

• Elisabeth A. Scott 1984 ([64]) She constructed another family of finitely presented infinite
simple groups, related to the Higman groups.

• Kenneth S. Brown 1985 ([10]) He generalized the Thompson groups T , V and established
some finiteness properties.

• Kenneth S. Brown 1989 ([11]) He showed that Thompson’s group V can be written as a
(“positively curved, realizable”) triangle of groups with finite vertex groups S5, S6, S7.

• Meenaxi Bhattacharjee 1994 ([6]) She gave a construction of an amalgam F3 ∗F13 F3

without non-trivial finite quotient. This group is “nearly simple” in her terminology, but it
is not known whether it has proper infinite quotients, or it is simple. More examples like
this appear in [6] and [7].

• Geoffrey Mess (in [57, Problem 5.11 (C)] 1995) “Let X be a finite aspherical complex.
Is there an example of an X with simple fundamental group?” (His question was positively
answered in [14])

• Daniel T. Wise 1996 ([69]) He constructed a square complex without a non-trivial finite
covering and asked: “Does there exist a CSC with (non-trivial) simple π1? I guess that one
does exist.” (where CSC stands for complete square complex, any (2m, 2n)-complex is CSC)
(Again, this was positively answered in [14])

• Marc Burger, Shahar Mozes 1997 ([14]) They constructed an infinite family of finitely
presented torsion-free simple groups which are amalgams of finitely generated free groups
and thereby solved many open problems mentioned above (Neumann, Mess, Wise).

• Claas E. Röver 1999 ([62]) He gave a construction of finitely presented infinite simple
groups that contain Grigorchuk groups.
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